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Abstract: The following paper presents a solution to the problem of offline recognition of Japanese
characters. Minutiae and other features extractable from handwriting images have been used to
recognize individual characters. The solution presented by the authors uses minutiae to recognise
single Japanese characters. Due to the complexity of this typeface, the solution presented can be
used to recognise archaic characters, from old documents or also works of art. Neural Networks and
hybrid classifiers based on five basic types of classifiers, i.e., k-nearest neighbour method, decision
trees, support vector machine, logistic regression and Gaussian Naive Bayes classifier have been
developed for classification. The study was conducted on Hiragana, Katakana and Kanji characters
(ETL9G Database). The accuracy value obtained was 99.934%. The authors present what is probably
the first algorithm using minutiae to recognize Japanese handwriting.

Keywords: image processing; text recognition; japanese handwritting

1. Introduction

Japanese, Chinese and Korean are among the leading languages in Asia. The way
of writing in these countries differs significantly from the letters used in the Latin alpha-
bet. The main difference is the complexity of the characters used. The number of lines
and unusual shapes of characters may result in difficulties during recognition attempts.
An additional complicating aspect is the number of characters. There are three methods of
notation used in Japanese [1]. Two of them are syllabaries, that is, one character means one
syllable. There are 46 characters in each syllabary. The third type is Kanji characters. One
written character has one meaning. For everyday use, knowledge of about 2000 characters
is required.

With such a large number of complex characters, it seems that methods similar to
fingerprint biometric recognition will be possible. The research will use minutiae, which
are feature points typically used in biometric recognition [2,3]. The proposed solution
solves the offline optical character recognition (OCR) problem. It means that as input to the
algorithm we receive only the image of the character. There is no possibility of obtaining
features characteristic of online methods, i.e., direction and order of lines or the force of pen
pressure on paper. Despite the impossibility of using the previously mentioned features, it
is possible to use other ones, which may give a chance to obtain satisfactory results. The
presented solution can be used in the future to recognize archaic characters from old books,
documents, or paintings.
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1.1. State of the Art

The methods most commonly used to recognize Japanese handwriting will be pre-
sented below.

1.1.1. Semi Markov Conditional Random Fields

The first algorithm presented is based on semi-Markov conditional random fields [4].
With its help, tests were performed on databases: CASIA-OLHWDB with Chinese char-
acters, and TUAT Kondate with Japanese characters. Accurate rates were 94.54% and
94.55%. One-step algorithms based on hidden Markov models use the division of lines
of text into segments of the same size. These segments are then described and classified.
This type of method does not obtain accurate results about the shapes of characters, so the
classification itself does not provide satisfactory results. The two-stage approach besides
similar partitioning using hidden Markov models, implies the use of a different classifier to
recognize segmented text [5,6]. The presented solution consists of dividing lines of text into
smaller fragments. These fragments can then be combined into sub-paths. The maximum
length of a sub-path is determined by the variable m, called clique [7]. For the classification
itself, the authors use three feature functions: character classification, geometric context
and linguistic context. This solution relies heavily on the support of Markov chains. This
type of solution, unlike the one presented by the authors in this publication, may have
difficulty recognising texts in which the sequence of characters is random, but contains
uncommon combinations of characters, such as in names or surnames.

1.1.2. Lexicon-Driven Segmentation and Recognition

This work solves the problem of postal address recognition. The address is recognised
as a whole since there are no gaps in it [8]. The lexicon used by the authors contains more
than 111,000 phrases. Based on the stored phrases, segmentation of individual characters
is performed. Finally, using the knowledge about possible combinations of characters
occurring after each other, the solution giving the highest chance of correctness is chosen.
During the research on more than 3500 images of addresses, the method proposed by the
authors allowed to achieve the correctness of address recognition in 83.68% of cases. The
algorithm uses morphological filters to smooth the edges as well as narrow the characters.
Unlike the authors” algorithm, the skeletonisation algorithm is not used, and thus the
solution presented in the publication does not take full advantage of the sealed image.

1.1.3. Deep Learning Approach

Currently, deep learning algorithms, in particular convolutional neural networks, are
used when attempting handwriting recognition. Their operation is based on the represen-
tation of human senses. When using this algorithm, the user is relieved to create feature
vectors. Convolutional neural network by way of convolution, or splicing operation. Suc-
cessive layers of the neural network are designed to generate a set of features without user
intervention. Subsequent layers of the convolutional network create some generalisation of
the information from the previous layer. In the case of the publication created by Xu-Yao
Zhang, Yoshua Bengio, and Cheng-Lin Liu [9], the previously mentioned convolutional
network was applied to Chinese handwriting recognition. An additional aspect consid-
ered was the acquisition of a Direction Decomposed Feature Map. The authors report
an accuracy of 97.37%. The presented solution works on images in shades of gray, while
the algorithm presented by the authors can work on data also containing information in
all colours.

2. Used Image Processing Algorithms and Methods

Image processing algorithms have been used to prepare the samples to create feature
vectors from them. This chapter will present the most important of the methods used.
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2.1. Gabor Filter

The Gabor filter is a linear filter used for texture analysis [10,11]. It allows the image to
be filtered while maintaining a selected frequency range (Figure 1). This filter can operate
in both frequency domain and spatial domain [12-14]. In the spatial domain, its formula is
as follows:

8(x,y) = s(x,y) *w(x,y) M
where

e s(x,y)—carrier sine wave,
e w,(x,y)—two-dimensional Gaussian function, envelope.

(@) (b)
Figure 1. Original sample (a), sample after gabor filter application (b).

2.2. Bilateral Filter

The bilateral filter is a non-linear filter. It smoothens and blurs the image while
preserving edges [10,11]. The brightness of the considered (central) pixel under a structural
object is calculated by applying a weighted average of the brightnesses of pixels located
in the vicinity of the considered pixel [15]. The weights depend on the distance and
the difference in brightness between the considered pixel and particular pixels of its
surroundings (Figure 2). The filtering procedure is a convolution of the function with the
mask function:

1
f(x0) = ¢ X f(xi) * hp(xo — xi) % hi(x0 — xi) @
ieR
and the normalising factor function looks like this:
k=Y hp(xo—x;)*hi(xo — x); 3)
i€R

where

e  hp—distance function,

*  hj—intensity function,

*  R—surroundings of the point xo,
*  xp—point under consideration.

(@) (b)

Figure 2. Original sample (a), image after bilateral filter application (b).
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3. Authors’ Solution

The authors’ algorithm is divided into three stages: preprocessing, feature vector gen-
eration, and classification. Each of these stages consists of multiple algorithms and methods.

3.1. Preprocessing

The most important step when working with image data is preprocessing (Figure 3).
The purpose of preprocessing is to prepare samples for further processing steps or feature
extraction. The samples used by the authors during their research come from the ETL
character database [16].

( START >—> R.esmng —»{ Bilateral filter -®» Gabor filter
image
v

4— Otsu method

Small objects Border
removal addition

Img - Thinning
B La using K3M STOP
normalization A
algorithm

Figure 3. Diagram of preprocessing process.

Each sample has the same size at the beginning (62 x 62 pixels). The first step is to en-
large the images to facilitate further algorithms. The images are resized to 256 x 256 pixels.
The next step is to apply a bilateral filter. In this case, the bilateral filter mask is 9 pixels
long. The parameters for the bilateral filter were selected on the basis of trials conducted
by the authors and the chosen parameters are: 15 -diameter of the pixel neighbourhood,
sigmaColor:75 and sigmaSpace:75. After applying this filter, the initial noise appearing
both in the background and the objects themselves (the signs under consideration) is re-
moved. The next step is to apply the Gabor filter (ksize = 35, sigma = 3.0, lambda = 10.0,
gamma = (0.5), which makes the letter more visible in the image and then Otsu binarisation
is applied.

After applying these two algorithms, we obtain a binary image of Japanese characters.
At this stage, we can already see the distinction between the object (white colour) and the
background (black colour). For further operations, a frame of one-pixel width is added
to the images. The next step is to remove small objects [17]. This is the step that allows
for the final removal of noise. It is conducted by calculating the object size of the image.
If the mentioned size is bigger than the threshold value then the object is removed. In the
case of the presented research, the threshold value is 20. Next, normalisation is performed.
Extreme rows and columns that do not carry any information are removed from the image.
The image is resized to 62 x 62 pixels and a frame of one pixel width is added again.
The final image has a height and width of 64 pixels. The last operation is to apply the
K3M-modified thinning algorithm. After its application, an image representing the skeleton
of the character is obtained. The width of each line in the image is 1 pixel (Figure 4) [18].

3.2. Feature Vector Creation

Based on the images obtained in the previous step, feature vectors are created. Most of
the features used are minutiae, which are feature points used in biometric recognition using
fingerprints. Types of minutiae used in this work are beginnings and ends, bifurcations,
and trifurcations (Figure 5). Those minutiae are extracted by using a 3 x 3 pixel mask.
Each location in the mask is assigned a power of two. After applying the filter to the
image, the sums obtained are checked against those corresponding to particular minutiae
(Figure 6).



4

\

Appl. Sci. 2024, 14, 225 50f11
(a)
(d) (e) ®

Figure 4. Original image (a), sample after bilateral filter application (b), image after gabor filter
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application (c), image binarised (d), sample normalised (e), image after K3M thinning algorithm
application (f).

Other features considered are the number of object pixels present in the image and
the change in the line direction. If the character is more complex then the number of dark
pixels in the image increases.

l Features

Minutiae

2 _ i ¥ Percentage
Change line | | of black pixel

Trifurcations . .
direction occurrence

Terminations Bifurcations

Figure 5. Features types.
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(@) ©

(b)

Figure 6. Thinned image (a), minutiae found (b), change direction of the line found in image (c).

To obtain more information about the characters the image is divided into 16 segments
(4 rows and 4 columns) and then the minutiae and the obtained features are divided ac-
cording to their location (Figure 7). Finally, each vector has 86 values. The first 80 contain
information about the number of each specific characteristic point occurrence. The remain-
ing five contain information about the sum of all occurrences of each of the minutiae in the
image. The last feature contains information about the class.
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Figure 7. Thinned image (a), classification areas of features (b).

3.3. Classification

Two databases were used during the classification of handwritten Japanese characters.
The first one contained over 32,000 Hiragana and Katakana characters collected from the
ETL database. In the second, the entire contents of the ETLIG database (606,900 samples in
3036 classes) were applied to increase the number of processed images. Features vectors
were normalised before classifiers were used. For the classification of the first database,
the following classifiers were used:

*  classifier based on decision trees,

*  k-nearest neighbour method,

* classifier based on logistic regression,
*  support vector machine (SVM),

*  Gaussian Naive Bayes classifier.

Two multi-modal classifiers were created during the execution of the study: 3-modal
and 5-modal. They work by obtaining feedback from the classifiers they contain and then a
class is selected by voting. If there is a tie, a class is selected based on the classifier with the
higher degree of accuracy (Figure 8).

START

Preprocessing

v

Feature extraction

v ;

Classifier Classifier Classifier
Datsbase | Database , | Database ,
e — . L
Prediction Prediction Prediction
¥
» Result -

STOP

Figure 8. Diagram for multimodal classifier solution.
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The parameters of the classifiers were selected using the gridsearch method. The values
of the selected parameters are shown in the table (Table 1). For the second database,
the same classification algorithms were used as for the first database, but a sequential neural
network was used instead of hybrid classification due to the low performance achieved.
This database contains 606,900 samples (Hiragana, Katakana and Kanji), divided into
two groups: training (404,600) and testing (202,300). This database contains 3036 decision
classes. The created network has one input layer (85 neurons with relu activation function),
three hidden layers (380, 759 and 1518 neurons with relu activation function) and one
output layer (3036 neurons with softmax activation function).

Table 1. Classificators comparison.

Classifier Accuracy
Decision tree (max_depth = 15) 77.630%
k-NN (k = 11) 85.712%
SVM (kernel = rbf) 92.517%
Logistical Regression (solver = ‘liblinear’, max_iter = 150) 89.834%
Gaussian Naive Bayes classifier (smoothing = 1 x 10~7) 58.783%

4. Results

During the study, the data used were divided into two groups: training and test in a
ratio of 2:1. In a smaller database that means the training group contains over 20,000 feature
vectors, and the test group contains over 10,000 feature vectors, which contain Hiragana
and Katakana related data only. The first step was to check the classification results using
standard classifiers (Table 1).

Among the classification algorithms used, the highest accuracy was obtained using the
Support Vector Machine, which was 92.517%. The lowest was obtained using the Gaussian
Naive Bayes classifier (58.783%).

The next step was to create two multimodal classifiers. The first one was based on
all five classifiers mentioned in the earlier experiment. The second one used only three
classifiers: the Support Vector Machine, the Decision Tree Classifier and the Gaussian Naive
Bayes Classifier. These classifiers were selected on the basis of the research conducted. This
composition resulted in the highest combined score.

The obtained results for the five-modal classifier are higher than the three-modal
classifier (Table 2). Results obtained with both trimodal and five-modal classifier are lower
than those achieved by using Support Vector Machine. For this reason, it can be assumed
that the use of multi-modular classifiers to classify characters using the authors” methods is
unfounded. In the case of a tie for multimodal classifiers, the score taken into account is
that obtained by the classifier with the highest level of accuracy.

Table 2. Classificators comparison.

Classifier Accuracy
Trimodal classifier 86.574%
Five-modal classifier 91.435%

Additionally, it was tested whether it is possible to reduce the number of parameters
without affecting the quality of classification (Figure 9). From the graph shown, it is possible
to reduce the number of parameters to 65 without losing accuracy in the results.
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MLhrs: accuracy obtained with the classification methods used
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Figure 9. Accuracy achieved by different classification methods.

For the second database, the results obtained using standard classifications are much
lower. The obtained results did not exceed 62% accuracy (Table 3). The authors conducted a
study to select the best parameters. The parameters presented were experimentally selected.

Table 3. Classificators comparison.

Classifier Accuracy
Decision tree (max_depth = 15) 19.836%
k-NN (k = 6) 33.059%
SVM (kernel = rbf) 43.234%
Logistical Regression (solver = ‘liblinear’, max_iter = 150) 61.399%
Gaussian Naive Bayes classifier (smoothing = 1 x 10~%) 58.783%
Neural Network 99.934%

A sequential neural network consisting of one input layer, three hidden layers and
one output layer was used to obtain better results. In this way, a result of 99.934% accuracy
was obtained. In addition, it was checked whether reducing the number of parameters
in the feature vector would somehow affect the obtained result (Figure 10). In this case,
optimal results can already be obtained when limiting the number of features to 40.

The result presented is one of the highest among the compared algorithms (Table 4).
The last column shows the obtained result declared in the mentioned works. Comparing
results between authors is difficult due to the use of different databases, but the closest
comparison seems to be with authors using the ETL9B database. In this database, the images
are already pre-segmented and binarised. The work presented by the authors shows one of
the highest results achieved for the ETL9 database and this result is 99.934%.
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Figure 10. Accuracy achieved by different classification methods.
Table 4. Solution comparison.
Authors Approach Database  Declared
Achieved Score

Author’s Solution Minutia based ETL9G 99.934%
N. Kato, M. Suzuki, Directional element feature and ETL9B 99.42%
S. Omachi, et al. [19] asymmetric Mahalanobis distance
M.Mori, T. Wakahara, Extended Peripheral Direction ETL9B 95%
K. Ogura [20] Contrubutivity
S. Tsuruoka, M. Hattori, M. . Modified quadratic discriminate ETL9B 82.5%
b. A. Kadir, et al. [21] function and users dictionaries
T-F. Gao, C-L. Liu [22] LDA-Based Compound Distance ~ ETL9B 99.31%

5. Conclusions

The main achievement in the presented work is the adaptation of the biometric algo-
rithm used in the recognition of fingerprints in a new environment. The results obtained
make it possible to suspect that there is a possibility to apply it in the recognition of hand-
writing in old handwritten documents. The algorithm here only uses knowledge about
the shape of the characters, it does not use knowledge about the context of the text and
is therefore not limited to texts that make sense. In addition, results are presented using
different classifiers, allowing a more accurate evaluation of the results. Due to the speci-
ficity of the language, as well as the developed algorithm, the presented solution should
perform better in the recognition of complex writing, requiring a larger number of lines
to be written. The part of the algorithm related to the database and its appearance was
preprocessing, during which noise appearing in the images is removed. The images were
sourced from the ETLIG database. For most other authors, the database used is ETLIB,
which has black-and-white images, which no longer require cleaning.

Based on the obtained results, it can be concluded that recognition of Japanese charac-
ters using the proposed approach is possible. Using selected classification algorithms for
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this purpose results in a high recognition rate, and combining selected classifiers can result
in an increased recognition rate. The recognition accuracy (99.934%) is high despite the
large number of classes (3036). The authors’ next step will be to increase the size of the data
used from different databases and sources. This will allow for a preprocessing algorithm
that does not depend on database-specific appearance. The authors will also attempt other
classification methods such as boosting or bagging.
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