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Abstract: This article addresses the simulation of urban air temperatures with a focus on evaluating
the Urban Weather Generator (UWG) model over Toulouse, France. As urban temperatures, influ-
enced by factors like urbanization, anthropogenic heat release, and complex urban geometry, exhibit
an urban heat island (UHI) effect, understanding and mitigating UHI become crucial. With increasing
global warming and urban populations, aiding urban planners necessitates accurate simulations
requiring data at the canyon level. The paper evaluates UWG’s performance in simulating air tem-
peratures under realistic conditions, emphasizing an operational context and a non-specialist user’s
perspective. The evaluation includes selecting the most suitable meteorological station, assessing
the impact of the rural station choice, and conducting a sensitivity analysis of input parameters.
The validation demonstrates good agreement, with a mean bias error (MBE) of 0.02 °C and a root
mean square error (RMSE) of 1.73 °C. However, we highlight the fact that UWG performs better in a
densely urbanized area, and exhibits limitations in sensitivity to urban surface parameter variations,
particularly in less urbanized areas.

Keywords: Urban Weather Generator; urban heat island; air temperature; sensitivity analysis;
validation

1. Introduction

In the context of global environmental changes, the urban heat island (UHI) effect
becomes increasingly important with potentially dramatic impacts on human health, bio-
diversity, air quality, Ref. [1] and other important considerations. City dwellers try to
counterbalance the UHI effect with air conditioning, and the energy consumption is then
also affected by negative feedback impacts (anthropogenic heat).

Furthermore, energy consumption for space cooling has more than tripled since
1990 [2], with over two billion air conditioners installed worldwide [3]. It is estimated
that up to one-quarter to half of the energy used in hot and humid climates is for air
conditioning [4]. Therefore, it is of prime importance to understand what causes this
phenomenon to occur in the urban landscape to help city planners adapt to new areas able
to limit UHI.

With the rapid growth of urban sprawl observed for decades, it becomes increasingly
crucial to develop tools to understand and monitor this phenomenon. The UHI effect
occurs when cities experience higher air temperatures than their rural surroundings.

Thus, to investigate the impact of urban characteristics on UHI, it is necessary to
spatialize air temperature information. However, measuring urban air temperatures is a
challenging issue since it is influenced in general by a variety of factors, both natural and
anthropic (solar radiation, precipitation, atmospheric movements, human activities, etc.).
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Urban air temperatures strongly depend on the environment (building, vegetation, traffic,
water body, etc.) and the scale at which it is studied from a building to a city level.
It is also important to highlight that, faced with the difficulty of extracting precise air
temperature measurements, perceptual research has been performed to derive qualitative
criteria able to interpret the inconveniences caused by UHI (see [5] for a list of indexes
and associated techniques to estimate them). As a consequence, many studies have been
developed either to (i) simulate urban temperatures with physical models (see [6] for a
recent review); (ii) monitor them with the implementation of local networks ([7,8] or based
on crowdsourcing [9]), or (iii) make statistical models that mix local information (land
cover, urban morphology) with local measurements to generate maps of UHI [10–12]. The
reader can find in [13–16] recent reviews on UHI prediction approaches.

In an application context, and inspired by the description in various review papers,
simulation approaches can be classified into three main categories [17]:

1. Building-scale models: like EUReCA [18] (relies on energy balance applied to the
building volume)

2. Micro-scale models: for example, Solene microclimate [19] and Laser-F [20,21] (both
based on a modeling of the urban surface geometry at a metric resolution, the Solene
microclimate is coupled with an urban airflow model)

3. City-scale models (of the order of 100 m resolution): among others, we can men-
tion [22,23] (takes into account many physical processes, with an efficient parameteri-
zation approach allowing fast numerical simulations over large areas), Solweig [24]
(essentially based on radiative exchanges modeling), CitySim [25,26] (based on ra-
diative exchanges and building thermal dynamics modeling), and Envi-met [27]
(originally based on airflow modeling, it is the most often used model for microcli-
mate studies. One of its limitations is the calculation of radiation fluxes due to the
geometric representation of the urban fabric in an orthogonal grid).

The various microclimatic models differ in the phenomena and scales addressed,
ranging from canyon to city level. In some cases, simulations can be very expensive in
terms of computer resources and time. Moreover, the data needed for the simulations
(physical properties of materials, radiative forcing, etc.) are not always available. Among
existing models, Urban Weather Generator (UWG) [28] is an appealing compromise since
it is open source, easy to operate, and applicable at a city scale. To our knowledge, this
model has been evaluated on nine cities: Toulouse (France) and Basel (Switzerland) [29],
Singapore [30], Boston (USA) [31], Rome (Italy) and Barcelona (Spain) [32], Mendoza
(Argentina) and Campinas (Brazil) [33], and Abu Dhabi (United Arab Emirates) [34],
with slightly different versions since UWG is still under development and continuously
updated [35]. The main conclusions made in these papers are (i) that UWG performances
are satisfactory with an RMSE of about 1 °C and (ii) that UWG overestimates urban air
temperatures during daytime in winter and underestimates nighttime air temperatures
in summer.

In this paper, we utilize air temperature predictions to calculate the urban heat island
(UHI). To mitigate the extensive deployment of local networks, leveraging simulation
models is particularly attractive for estimating air temperatures across various cities and
configurations. However, due to the intricacies of the urban environment and the multitude
of interactions within it, simulating air temperatures presents a complex challenge with
no singular solution; instead, a range of techniques is available. While a prior evaluation
was conducted for the city of Toulouse [29], it primarily focused on the experimental
periods (BUBBLE and CAPITOUL) and did not specifically address the evaluation of days
characterized by a high urban heat island effect—a focus that our paper aims to address. In
addition, remote sensing data are used to extract the necessary surface parameters required
by UWG. The analysis is conducted on the most urbanized areas in the city of Toulouse
(namely Carmes).

The paper is organized as follows: In Section 2, we present the city of Toulouse, its local
weather stations network, the UWG model, and finally our evaluation approach of UWG.
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In Section 3, we analyze the impact of the choice of the rural station on air temperature
simulation, present the sensitivity analysis, and study the performances of UWG using
residual analysis. We end up with a discussion of our results in light of other studies of
UWG before providing some conclusions and perspectives.

2. Materials and Methods

In this section, we first introduce the city of Toulouse and its meteorological network,
then the UWG model, and finally the evaluation approach applied in this study.

2.1. Study Site and Associated Data

In this subsection, we describe the study area and the different sources of meteorologi-
cal data, Metropolitan weather stations as well as Meteo-France stations.
Before describing the site, let us note that validations are based on comparisons between
predicted values of temperatures T̂ and measured ones T in validation stations using the
Root Mean Square Error :

RMSEpT̂, Tq “

g

f

f

e

1
Cardptmax ´ tminq

tmax
ÿ

t“tmin

`

Tptq ´ T̂ptq
˘2 (1)

and the Mean Biased Error:

MBEpT̂, Tq “
1

Cardptmax ´ tminq

tmax
ÿ

t“tmin

pTptq ´ T̂ptqq (2)

with Cardptmax ´ tminq the number of discrete points between tmin and tmax.

2.1.1. City of Toulouse, France

Toulouse is located in southwest France, on the Garonne plain between the Pyrenees
and the Massif Central mountains. It is halfway between the Atlantic Ocean and the
Mediterranean Sea generating relatively mild winters and warm, sunny summers. It covers
118.3 km2. Toulouse is the fourth-largest city in France with a population approaching
half a million. With Rennes [36] and Dijon [37,38], Toulouse [39] has one of the most
advanced urban meteorological networks in France, enabling acquiring a set of local-scale
air temperature data. The Toulouse meteorological network has been deployed since 2017
and new stations are continuously added to enrich the network and enable long-term
surveys. The data are freely available (See https://data.toulouse-metropole.fr/ (accessed
on 2 December 2023)) [40]. Our choice of the city of Toulouse has been motivated by, among
other reasons, its hot summers and favourable meteorological conditions for UHI, as can
be seen in Table 1.

Table 1. Average and Extreme values of some climate variables at Toulouse-Balgnac between 1991
and 2020—Code: 31069001, alt: 151 m, lat: 43°371152 N, long: 1°221432 E [41].

Climate Var
Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Mean Temp. (Mean in °C) 6.3 7.1 10.3 12.7 16.4 20.3 22.6 22.8 19.3 15.3 9.9 7
Min Temp. (Mean in °C) 2.9 3.1 5.5 7.9 11.4 15 17 17.1 13.9 10.9 6.3 3.6
Max Temp. (Mean in °C) 9.7 11.2 15 17.6 21.4 25.7 28.2 28.5 24.8 19.7 13.5 10.4
Min Temp. (Extreme in °C) ´18.6 ´19.2 ´8.4 ´3 ´0.8 4 7.6 5.5 1.9 ´3 ´7.5 ´12
Max Temp. (Extreme in °C) 21.2 24.1 27.1 30 33.4 40.2 40.2 42.4 35.3 33 24.3 21.1
Precipitation (Mean in mm) 52.5 37.2 45.3 65.2 73.6 64.2 40.1 44.6 45.7 54.3 55 49.3
Wind Speed (Mean over 10 min
in ms/s) 3.7 4 4.3 4.3 4.1 3.8 3.7 3.5 3.5 3.7 3.6 3.6

https://data.toulouse-metropole.fr/
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2.1.2. Toulouse Metropolitan Weather Station Network

A network of 77 weather stations has been set up in recent years in the Toulouse
metropolis to study, among other things, the urban heat island phenomenon. Stations are
located in Toulouse and its surroundings and aim at covering the large diversity of land
cover. To carry out the implementation of this network, the selection of station sites has
been based on a cartographic and field approach [39]. It is important to outline that all
measurements have been acquired under a sound protocol to prevent bias between stations.
The station network was co-constructed as part of a doctoral research in collaboration with
Meteo-France, the French national meteorological institute [42]. To prevent bias in the
analysis of air temperatures, each station must be representative of its environment, without
being under the direct influence of an isolated element from it (water, vegetation, building,
etc.). To ensure representative coverage, it is possible to rely on Local Climate Zones
(LCZ) [43] to characterize correctly the land occupation and thus choose appropriately the
location of each station [39]. In Figure 1, the localization of the entire network is depicted,
on which we highlighted specific stations used in this paper.

Figure 1. Toulouse weather stations map—other represent all the other stations in the weather network
apart from those under study [40].

2.1.3. Meteo-France Data

Complementary to local station data, Meteo-France, the French meteorological agency,
provided us with half-hourly air temperature data, radiative fluxes, and soil temperature
measurements acquired at the Meteopole station throughout 2020 [44]. Such data are
required, after some processing (averaging, calculation of new variables, etc.) as an input of
UWG and these measurements allow us to carry out simulations under realistic conditions,
which can therefore be compared to real conditions.

2.1.4. Stations Selected for Validation

Now that we have introduced the weather network stations, combining both Me-
teopole and Meteo-France stations, we elucidate in the following process how we selected
the stations for the validation of UWG in this study. Among the available stations in
Toulouse’s network, we first selected three of them for validation. They were chosen
since they correspond to three different urban configurations to evaluate the performances
of UWG in various LCZs. In practice, they correspond to Compans-Cafarelli in LCZ 11
(i.e., dense trees, urban park), Busca in LCZ 3 (i.e., compact low-rise, outskirts), and Carmes
in LCZ 2 (i.e., compact midsize, city center). Their locations are visible in Figure 1. Prior
to the evaluation, the results obtained over these three stations were compared to identify
the station for which UWG is performing the best. For each urban station under consid-
eration, there are 96 data points (24 h over 4 days). The Carmes station yields the most
favorable results, exhibiting the lowest RMSE of 1.73 °C (refer to Table 2) compared to other
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urban stations in the study. Consequently, the Carmes station was chosen to continue the
evaluation analysis.

Table 2. Performance indicators of the 3 chosen stations between simulated and measured air
temperatures.

Station RMSE (°C) MBE (°C) LCZ [43]

Compans-Cafarelli 2.35 ´0.51 11-Dense trees
Busca 2.1 0.37 3-Compact low-rise
Carmes 1.73 0.02 2-Compact mid-rise

2.2. UWG: Urban Weather Generator Model
2.2.1. General Description

Urban Weather Generator (UWG) is a physics-based simulation model dedicated to
urban environments. Given surface parameters associated with relevant meteorological
parameters measured at a reference rural weather station, UWG calculates, among other
variables, hourly values of air temperature and humidity inside the urban canyon (with a
resolution of hundreds of meters). UWG is composed of four coupled modules [45] as we
can observe in Figure 2:

Figure 2. Structuration of UWG in 4 main blocks (illustration mainly inspired by [46]). Icons of this
figure are designed by Freepik (https://fr.freepik.com/).

• The Rural Station Model (RSM): this corresponds to a rural canopy model that takes
hourly values of weather data in a rural reference station (outside urbanized area) and
computes sensible heat fluxes that will be used as inputs;

• The Vertical Diffusion Model (VDM): this computes vertical profiles of air temper-
ature above the rural weather station from temperatures, velocities, and sensible heat
fluxes calculated issued from the RSM;

• The Urban Boundary Layer (UBL) Model: this module calculates air temperatures
above the urban canopy layer from temperatures at different heights provided by the
VDM associated with sensible heat fluxes provided by the RSM and the UC-BEM.

• The Urban Canopy and Building Energy Model (UC-BEM): this final module gives
air temperature and humidity inside the urban canyon from the RSM module (radiation,
precipitation data, air velocity, and humidity) and information above the urban canopy
issued from UBL module.
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2.2.2. Model Input and Output Data

This part details which data are required to run UWG and how they have been
generated in this study. Two families of parameters are required: rural data and urban
information. UWG requires two input files: an epw. file in Appendix A and an uwg. file.
The first file contains rural station data. The second file contains information on the urban
geographic position for which air temperatures will be simulated with UWG.

Rural data:

We selected three potential reference rural stations: Meteopole in LCZ 5 (i.e., Open
midsize), Mondouzil in LCZ 9 (i.e., Sparsely built), and Centre équestre in LCZ 16 (i.e., Bare
soil or sand). Mondouzil and Centre équestre belong to rural station criteria as defined
in [29]. Despite a more urbanized environment, Meteopole station is also selected as a rural
reference as it is located in a rather green area (La Ramée green area park). It is a reference
measurement station from Meteo-France and the only rural station over Toulouse where
the radiative fluxes and the soil temperatures are acquired. For the other rural stations, the
radiative fluxes and soil temperatures used are taken from the Meteopole station. These
stations provided us with weather data (air temperature, wind speed, atmospheric pressure,
humidity, etc.)

Data acquired from Meteopole station:

As for meteorological inputs, UWG requires:

1. Four radiative fluxes: horizontal infrared radiation, horizontal global radiation, hori-
zontal solar diffuse, and normal solar direct radiation;

2. Monthly averages of soil temperatures for three different depths.

We derived these data from Meteo-France measurements at the Meteopole station (see
Section 2.1.3) where radiative fluxes and soil temperatures are available. Table 3 presents the
correspondence between the required UWG variables and the source data along with the
name of the associated variable in the .epw configuration file required for initializing UWG.

Table 3. Radiative fluxes according to the CNRM source file and their correspondences in the .epw
initialization (file for UWG simulations).

Variable pW{m2q

Source
CNRM File (Source Data)

.epw File (UWG
Simulations)

Horizontal Infrared Radiation
Intensity

Downward Longwave
Radiation pLWDq

Horizontal Infrared Radiation
Intensity

Horizontal Radiation Downward Shortwave
Radiation pSWDq Global Horizontal Radiation

Horizontal Solar Diffuse
Radiation

Downward Diffuse Shortwave
Radiation pSW_DIFFUSq Diffuse Horizontal Radiation

Normal Solar Direct Radiation
Non-existent in the initial file ,
calculated with:

SWD´SW_ Di f f use
cospsolar zenith angleq

Direct Normal Radiation

Concerning soil temperature, we choose 1 cm, 80 cm, and 220 cm depths where an
average soil temperature has been computed for each month.

Since we only have one piece of information on radiation issued from Meteopole
station given by Meteo-France, we have decided to use the same radiation data for all rural
reference stations.

Urban information:

Parameters describing the surface state of the city are crucial to run UWG. They can
be divided into 3 groups, as described below:

1. Urban Characteristics. This group concerns local characteristics related to artificiali-
sation and more precisely the density of buildings, their height, and the vertical-to-
horizontal ratio. In practice we rely on the BD TOPO 2021, from the French National
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Institute of Geographic and Forest Information [47], to extract these values. In detail,
a Digital Surface Model (DSM) at 1 m spatial resolution has been computed from the
vector data [47]. From it, the three previously mentioned geomorphological indicators
have been computed.

2. Vegetation parameters. They represent information related to the vegetation, especially
the tree and grass cover ratio. These indicators have been computed at 50 cm res-
olution from BD ORTHO [48]. This has been performed using specific vegetation
classification criteria mixed with deep neural networks [49–51]. Results have been
refined by Computer-Assisted Photo Interpretation (CAPI) [51].

3. City information. This optional information is provided by city planners and mainly cor-
responds to the buildings’ construction era, their nature (residential, commercial, etc.),
and the associated LCZ.

The parameters modified (from default values) in this study are detailed in Table 4.
The surface parameters are first generated at the native spatial resolution of the initial
dataset (50 cm or 1 m) and then aggregated at 200 m using a convolution kernel.

Among optional parameters in UWG, the main ones we modified are all linked to
atmospheric conditions, and in particular:

• The Daytime Urban Boundary Layer height in meters , noted h_ubl1;
• The Nighttime Urban Boundary Layer height in meters, noted h_ubl2;
• The Reference Height in meters, noted h_ref. As explained in [45], the reference height

is the height at which temperature profiles are uniform (default value = 150 m). In
some resources, reference height is confused with inversion height, which is the height
at which the capping inversion occurs (default value = 1000 m). Capping inversion
occurs when the normal temperature (warm air below, cold air above) profile is
reversed. This height is the same as the boundary layer height at daytime).

Table 4. Surface parameters of UWG modified in our study.

Group Parameter Description Carmes
Values

Urban Characteristics bldHeight Building Height (meters) 16.71

Urban Characteristics bldDensity Building Density (ratio ranging between
0 and 1 0.51

Urban Characteristics verToHor

Vertical To Horizontal, also called the
facade-to-site ratio in some resources on
UWG. It is the ratio of the vertical
surface area (walls) to the urban plan
area. It is defined by:

ř P hwtd
A site ,

where P “ building perimeter,
hwtd “ average building height,
weighted by footprint, and
Asite “ total site area [28].

0.9

Vegetation
Parameters grasscover Grass Coverage, proportion of grass

(ratio ranging between 0 and 1). 0

Vegetation
Parameters treecover

tree Coverage, the proportion of trees in
the studied area (ranging between 0
and 1).

0.06

City Information Climate
Zone

The American Society of Heating,
Refrigerating and Air-Conditioning
(ASHRAE) classify International
Stations of different countries/zones all
around the world into 9 great classes
(from 0 to 8) and 19 sub-classes [52].

4A
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Table 4. Cont.

Group Parameter Description Carmes
Values

City Information bldtype

Building Type from U.S. Department of
Energy (DOE) classification. Fifteen
commercial building types and one
multifamily residential building were
determined by consensus between
DOE [53].

City Information bldtera

Building Built Era must be one of the
following: “pre80” (pre-1980s), “pst80”
(post-1980s), or “new” (new
construction).

City Information bld

Building Array. For each combination
building type-building built era, its
fraction of the total built stock the
building occupies is given.

LargeOffice,
Pst80, 0.4
MidRiseA-
partment,
Pst80, 0.6

The UWG model outputs simulated values for air temperatures and humidity [29].
Let us now discuss the evaluation methodology.

2.3. UWG Evaluation

For this study, we select 2 periods of 2 consecutive days where the meteorological
conditions are favorable for UHI. They correspond to 5th–6th and 19th–20th of August
2020. On these days, the sky was clear (no decrease in radiation fluxes due to the presence
of clouds), atmospheric pressure, humidity, and wind speed were low and therefore air
temperatures reached high levels [54] (above 30 °C). The main meteorological variables for
these pairs of days are shown in Figure 3.

Formally, from atmospheric, surface parameters and measurements from the rural
station, UWG estimates a series of temperatures T̂ptq “ UWGpΘa, Θr, Θu, tqwith:

• UWG the UWG model’s function;
• t P rtmin, tmaxs the discrete-time;
• Θa the set of Na input atmospheric parameters: Θa : tθaiu, i P r1, Nas;
• Θr the set of Nr input parameters associated with the rural station: Θr “ tθriu,

i P r1, Nrs;
• Θu the set of Nu input internal parameters associated with the urban surface:

Θu “ tθuiu, i P r1, Nus.

Note that for notation purposes, we also denote T̂ptq “ UWGpΘ, tq with Θ the set
of input parameters: Θ “ tΘa, Θr, Θuu. As mentioned in Section 2, we evaluate UWG
under the view of estimated temperature accuracy in Carmes station. Given that the model
depends on a large number of parameters of different natures, to understand into details
its behavior, we analyze its accuracy under the view of:

1. The impact of the rural station;
2. The sensitivity concerning atmospheric and urban parameters;
3. The UWG performances that simulate urban temperatures under real conditions.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 3. Meteorological conditions for 5–6 August 2020 and 19–20 August 2020 at Centre équestre
rural station. For these sunny pairs of days, we illustrate the meteorological situation favourable
to UHI through wind speed, humidity, atmospheric pressure, downwelling shortwave (SWD) and
longwave (LWD) radiative fluxes. (a) Wind speed on 5 and 6 August 2020. (b) Wind speed on 19
and 20 August 2020. (c) Humidity on 5 and 6 August 2020. (d) Humidity on 19 and 20 August 2020.
(e) Pressure fluxes on 5 and 6 August 2020. (f) Pressure fluxes on 19 and 20 August 2020. (g) SWD
fluxes on 5 and 6 August 2020. (h) SWD fluxes on 19 and 20 August 2020. (i) LWD fluxes on 5 and
6 August 2020. (j) LWD fluxes on 19 and 20 August 2020.
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The methodology associated with these three steps is described in the following
three paragraphs.

2.3.1. Impact of the Rural Station

As mentioned in Section 2.2.2, three different rural stations have been chosen: Centre
équestre, Meteopole, and Mondouzil. The performance of UWG was evaluated according to
the three rural stations by comparing the RMSE and the MBE between predicted values of
temperatures T̂ and measured ones T in Carmes station.

2.3.2. UWG Sensitivity Analysis Methodology

To analyze the sensitivity of UWG with respect to its input parameters, the Morris
sensitivity analysis method has been exploited [55]. Also known as “the elementary effects”
(EE) method, the Morris technique is particularly adapted to models with quantitative
inputs/outputs and identifies, in our situation, the input parameters that mainly explain
the air temperature outputs. More precisely, it distinguishes parameters with (i) negligible
effect on the output; (ii) linear and/or additive effect on the output, and (iii) non-linear
effects and/or including interaction with other ones.

In general, a sensitivity analysis method consists of varying all the input parameters
in a given range (defined manually based on prior physical knowledge of extreme values
of each parameter) and analyzing the sensitivity of the output. As the number of input
parameters is large with UWG, computing simulations with all combinations of parameters
is in practice impossible from a computational point of view (the problem complexity
grows exponentially with the number of parameters). The Morris method proposes an
alternative strategy to limit the number of simulations by designing a subset of the entire
set of all possible parameter combinations on which to perform the sensitivity analysis.

It relies on screening methods [56] where a set of R trajectories of parameters is
computed. A single trajectory Θpkq “ rΘpkqp0q, Θpkqp1q, . . . ΘpkqpNqs, k “ t1, . . . , Ru is a set
of N ` 1 parameter variations carefully chosen. Here, N refers to the total number of
parameters to analyze. In practice, we focus on atmospheric and urban surface parameters,
i.e., N “ Na ` Nu. As mentioned previously, the influence of the rural station is indeed
analyzed in a specific section and the associated parameters Θr are not included in the
sensitivity analysis.

The idea consists of pN ` 1q ˆ R simulations of UWG along all R trajectories and then
performs a sensitivity analysis on this subset of parameters instead of on the entire range
of possible variations. This leads to a linear complexity with respect to the number of
input parameters instead of an exponential one. It has been shown in [57] that this process
based on trajectories ensures a reliable representation of input parameter variations and is
therefore reliable for a sensitivity analysis. In practice, the set of trajectories is designed
as follows:

1. Discretization of the parameter space. Each parameter θj P tΘa, Θuu is uniformly
split into p levels with a step ∆j (this latter depends on each parameter’s range of
magnitude). We then obtain a grid X of size N ˆ p containing all possible parame-
ter values;

2. Computation of R trajectories. For i “ t1, . . . , Ru, do the following steps:

(a) Definition of an initial set of parameters Θpiqp0q. For the i-th trajectory, a
starting set of parameters Θpiqp0q is selected by choosing, for all lines in X,
a random value associated with parameter θj, j “ t1, . . . , Nu among the dis-
cretized p-levels;

(b) Generation of a trajectory Θpiq “ rΘpiqp0q, Θpiqp1q, . . . , ΘpiqpNqs. From the
initial set of parameters Θpiqp0q, a sequence of N ` 1 parameter set is designed
in a sequential way for j “ t1, . . . , Nu as follows:

• The parameter set Θpiqpjq is derived from Θpiqpj ´ 1q by adding to the
value of parameter θj in Θpiqpj ´ 1q a random step ˘∆j in a positive
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or negative direction. Other values of parameters θk, k “ t1, . . . , Nu, k
remain unchanged.

After this process, we have a set of R trajectories where each trajectory Θpiq corresponds
to N ` 1 specific variations of parameters (the difference between two successive sets
Θpiqpjq and Θpiqpj` 1q is only on parameter θj`1. Simulations are then performed on all R
trajectories. The Morris method relies on several concepts to analyze the sensitivity of a
given parameter θj. They are described below.

The mean of the absolute elementary effects:

For each parameter θj, its effect on the variation of T̂ among all the R trajectories is
quantified, for any time step t, by µjptq computed as:

µjptq “
1
R

R
ÿ

i“1

|di,jpT, tq|with

di,jpT, tq “
UWGpΘpiqpjq, tq ´UWGpΘpiqpj´ 1q, tq

∆j
, the elementary effect of parameter θj at the trajectory

(3)

Roughly , di,j quantifies the effect on the output of variations of parameters θj, since
only θj varies between Θpiqpj`1q and Θpiqpjq. In practice, to evaluate the relative importance
of all variables among them, we calculate the normalized mean of absolute elementary
effects µ˚j defined as:

µ˚j ptq “
µjptq

ř

kPΘ
µkptq

. (4)

This normalized quantity enables us to evaluate the relative importance of one variable
θj with respect to all others by providing a value µ˚j ptq in the interval r0, 1swith

ř

kPΘ
µ˚k ptq “ 1.

The standard deviation σj of the elementary effects:

For each input parameter θj, the standard deviation of elementary effects is defined as:

σjptq “

g

f

f

e

1
R´ 1

R
ÿ

i“1

`

di,jpT, tq ´ µjptq
˘2. (5)

This value accounts either for non-linearities in the influence of θj (the higher the
value, the more non-linear the influence of the associated parameter) or for interactions
between input variables (θj interacts with at least another variable). On the contrary, a
low standard deviation means that the influence of θj output is linear on the temperature’s
estimations and has no interaction with other inputs.

As a matter of fact, the standard deviation is computed for elementary effects associ-
ated with a single input parameter. More precisely, if the studied parameter θj varies by
a given quantity ∆j, the associated elementary effect for d is the variation of the output
divided by ∆j. Computing the standard deviation of the elementary effect for all possible
variations of ∆j is therefore informative. Indeed, if this standard deviation is equal to zero,
it indicates that regardless of the variation in ∆j, the elementary effect is homogeneous
(in other words, the output varies linearly with respect to θj). In contrast, if this standard
deviation is not equal to zero, it indicates that the output varies either non-linearly with
respect to θj or that the studied parameter is correlated with another one.

It has been shown in [57] that values of µj and σj
2 computed on the set of trajectories

are unbiased estimators of the actual mean and variance of the true distribution of input
parameters. This process is then used to analyze the sensitivity of UWG with respect to
the set of input parameters. In practice, atmospheric and surface parameters have been set
based on plausible (and acceptable for UWG) extreme values. The complete list of input
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parameters used, their extreme values, and associated discretization steps in the sensitivity
analysis process are visible in Table 5.

Table 5. UWG input parameters’ variation ranges used in the sensitivity analysis. The short name
associated with the description of parameters corresponds to the names used in the figures in the
experimental part.

Param. Description (Short
Name) Unit Family Min. Max. Step ∆j

θ1
Building height
(bldHeight) meters (m) urban surface Θu 3 70 7.4

θ2
Building density
(bldDensity) – (ratio) urban surface Θu 0.1 1 0.1

θ3
Grass cover
(grasscover) – (ratio) urban surface Θu 0 1 0.11

θ4 Tree cover (treecover) – (ratio) urban surface Θu 0 1 0.11

θ5
Facade length (facade
length) meters (m) urban surface Θu 4 4270 474

θ6 Roof albedo (albRoof) – (ratio) urban surface Θu 0.1 0.7 0.07
θ7 Road albedo (albRoad) – (ratio) urban surface Θu 0.1 0.7 0.07
θ8 Wall albedo (albWall) – (ratio) urban surface Θu 0.1 0.7 0.07

θ9
Vegetation albedo
(albVeg) – (ratio) urban surface Θu 0.05 0.5 0.05

θ10

Daytime urban
boundary layer
(ublday)

meters (m) atmosphere Θa 800 2000 133.34

θ11

Nighttime urban
boundary layer
(ublnight)

meters (m) atmosphere Θa 30 100 7.7

θ12 Reference height (href) meters (m) atmosphere Θa 100 200 11

2.3.3. Analysis of UWG Performances

Once the impact of the rural station is evaluated as well as the sensitivity analysis, in a
third step we evaluate UWG simulations on Carmes station. As already mentioned, this
station is indeed the most urbanized area and therefore the most likely to be submitted to
UHI. It is also the one where UWG performed the best (see Table 2) which is also consistent
with the observation made in [58] where UWG performs better in densely urbanized areas.

In addition to the usual evaluation criteria, we also rely on standardized residuals.
A standardized residual zkptq, associated with a simulation T̂k “ UWGpΘk, tq (with Θk a
given set of parameters), is defined for any time step t by comparison with the measured
temperature Tptq as:

zkptq “
êkptq

σk
with

êkptq “ Tptq ´ T̂kptq the residual at time t and

σk “

tmax
ÿ

t“tmin

ê2
kptq.

(6)

A small standardized residual means a reliable estimation and it is common to assume
that a standardized residual of magnitude higher than 3 (or lower than ´3) is considered
an outlier [59]. This approach is then useful to easily identify outliers.

Let us now turn to the experimental results.

3. Experimental Results

In this section, we analyze UWG under the three points mentioned above: impact of
the rural station, sensitivity analysis, and UWG performances.
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3.1. Impact of the Rural Station

As described in Section 2.2, UWG needs information issued from a rural station (to
obtain the climatic context outside the city). These meteorological data include radiative
fluxes and soil temperature. As shown in [30], this reference weather station impacts the
quality of the estimation and it is then important to select the most adapted one. We then
analyze, on the selected two pairs of days, the accuracy of UWG estimations in Carmes
station for the three selected rural stations (Meteopole, Mondouzil, and Centre équestre, see
Section 2.2.2). In Figures 4–6 are depicted, for Meteopole, Mondouzil, and Centre équestre:

• The temperature at the rural station (dashed green);
• The simulated temperature for Carmes with UWG (yellow);
• The measured temperature in Carmes station (blue).

Quantitative values of associated RMSE and MBE are visible in Table 6. As shown
in Figures 4–6, there is an overall good agreement between the simulated air temperature
and the values measured at Carmes station. However, the RMSE and MBE, ranging,
respectively, from 1.73 °C to 3.48 °C and ´2.24 °C to 0.02 °C, show that the estimation
accuracy varies according to the rural station. We observe in all cases, an overprediction
of the air temperature starting in the middle of the night until early morning followed by
a slight underprediction until sunset. In addition, abnormal peaks occur around 4 a.m.
(which corresponds to the sunrise UTC hour) and this is regardless of the rural station
used for the simulation. In one paper [30], the authors, explain these peaks: they occur
during the night–day and day–night transitions as the underlying UBL submodel inside
UWG relies on two different sets of equations (before and after the transition). According
to [30], these discontinuities are reduced by the thermal inertia of the UBL air and can be
attenuated by slightly modifying the shifting times between night and day.

(a) (b)

Figure 4. Comparison of UWG air temperature simulations with measured on sunny and hot days
in August 2020 at (Carmes) station, using (Meteopole) as a rural reference station. (a) 5 and 6 August
2020. (b) 19 and 20 August 2020.

(a) (b)

Figure 5. Comparison of UWG air temperature simulations measured on sunny and hot days in
August 2020 at (Carmes) station, using (Mondouzil) as a rural reference station. (a) 5 and 6 August
2020. (b) 19 and 20 August 2020.
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(a) (b)

Figure 6. Comparison of UWG air temperature simulations measured on sunny and hot days in
August 2020 at (Carmes) station, using (Centre équestre) as a rural reference station. (a) 5 and 6
August 2020. (b) 19 and 20 August 2020.

Even if the Meteopole station is located closer to the city in a less rural environment,
the simulated air temperature based on this station fits slightly better the measurements
of Carmes station based on rural station Meteopole than the one simulated based on Mon-
douzil station, with an MBE of ´2.22 °C and ´2.24 °C and RMSE of 3.39 °C and 3.48 °C,
respectively, (Table 6).

Simulations based on rural data from Centre équestre station stick the best to measured
values (Figure 6) with an MBE of 0.02 °C and an RMSE of 1.73 °C (Table 6). The absence of
anomaly peaks in the simulated air temperatures for Carmes, Meteopole, and Centre équestre
rural stations on the 20th of August can be explained by the fact that the night before was the
hottest of the studied period (minimum 22 °C). Therefore, there is a low difference between
the rural and in-city air temperature values for this specific day (e.g., the meteorological
conditions may not been entirely favorable to UHI). Of course, this point would require
further investigation.

Table 6. Performance indicators between simulated (based on the 3 rural stations) and measured
air temperatures.

Rural Station RMSE °C MBE °C

Mondouzil 3.48 ´2.24
Meteopole 3.39 ´2.22
Centre équestre 1.73 0.02

In the following results, the anomalies have been filtered out and linearly interpolated,
as also suggested in [58]. With these corrections, it is even more obvious in Figure 7 that the
simulated air temperatures at the Carmes station, based on Centre équestre rural station, have
the lowest error along the studied period. In addition, these results highlight the importance
of the choice of the rural station for UWG to accurately simulate air temperatures.

(a) (b)

Figure 7. Comparison of residuals UWG simulations at Carmes station on sunny and hot days in
August 2020, for three different rural stations. (a) 5 and 6 August 2020. (b) 19 and 20 August 2020.
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3.2. Sensitivity Analysis

The sensitivity analysis of a model such as UWG is an essential step given the large
number of input parameters used. As introduced in Section 2.3.2, we rely on the Morris
technique whose goal is to identify, with a specific selection of input parameters, how a
variation of one input influences the temperature by computing the normalized elementary
effects (see Equation (4)) and their standard deviation (see Equation (5)).

We have depicted in Figure 8a,b the normalized elementary effects of each variable
shown in Table 5 along the two chosen pairs of days for the evaluation. The complete
description of each input parameter can be seen in Table 5. The objective of this analysis
is to order the inputs according to their importance in the model so the quantitative (non-
relative) impact of each parameter can not be known. As can be seen in these figures,
atmospheric variables (nighttime urban boundary layer height and reference height) seem
to have the most impact on the sensitivity of the results. This point will be developed
further in Section 4.

Figure 8a,b shows the impact of each variable on the accuracy of the result. To go more
into detail on the interaction of the variables between them, we have plotted in Figure 9, for
each variable, the standard deviation of the elementary effect (see Equation (5)) against the
elementary effect itself (see Equation (5)). These values have been averaged during all time
steps in order to have a global evaluation of the influence of each variable. The interest of
such a representation is to highlight three situations:

1. Input parameters that have a low influence on UWG’s output temperatures. The
corresponding points are close to the origin since their averaged elementary effects as
well as their standard deviations are small;

2. Input parameters that have a linear influence on UWG’s output temperatures. The
corresponding points follow a line: their standard deviations are proportional to their
elementary effects;

3. Input parameters that have a nonlinear influence on UWG’s output temperatures or
that are in interactions together. Associated points are those that differ from the line
mentioned above.

(a) (b)

Figure 8. Hourly normalized elementary effects of the input UWG parameters. Simulations were
performed on Carmes station on sunny and hot days in August 2020, the 5th–6th (a) and 19th–20th
(b) using Centre équestre as a rural station. (a) 5 and 6 August 2020. (b) 19 and 20 August 2020.

As can be seen in Figure 9, all albedo variables, grass cover, and daytime boundary
layer have almost no effects on the output (first situation listed above). Tree cover and
other surface parameters (building height, facade length, and building density) have a
linear influence on the temperature, noting however that building density (from 0.1 to
0.8) has a stronger impact on air temperatures of up to 5.6 °C (second situation listed
above, see Figure 10c). Reference height hre f has also an important linear impact on air
temperature. Nighttime urban boundary layer height ubl_night is in the third situation,
i.e., has a non-linear influence or is in interaction with other variables. Since it is the only
variable in this situation, it is likely that it has a non-linear influence on UWG’s output air
temperature rather than an interaction effect with other inputs.



Appl. Sci. 2024, 14, 185 16 of 25

Figure 9. Standard deviation of the elementary effects vs. overall sensitivity measure (the average of
the absolute value of the elementary effects).

To quantitatively assess the influence of the input parameters, we have plotted the
simulated air temperatures at Carmes station for the eight most influential parameters in
Figure 10. As can be seen, the atmospheric parameters in Figure 10a–d and the building
density in Figure 10e,f show the greatest variability in the simulated air temperatures (up
to 0.87 °C on average). In contrast, surface parameters such as facade length in Figure 10g,h
have a small influence on the variability of the output (up to 0.16 °C on average).

3.3. Analysis of UWG Performances on UHI Days

We now analyze UWG performances on simulated air temperatures during the two
pairs of days submitted to UHI. To this end, we have depicted in Figure 11 the simulated
vs. measured air temperatures at Carmes station. The blue line corresponds to the ideal
situation where T̂ “ T and enables us to indicate how far/close from the measurements
our simulations are. We also represent each point in a different color according to the
simulation hour to highlight behaviors correlated to the period of the day. This figure
shows that the simulations overestimate air temperatures rather in the middle of the night
until early morning (left part of the figure where points correspond to the morning and are
up to the blue line) while they underestimate them in the afternoon (right part of the figure
where points correspond to the afternoon and are below the blue line).

To evaluate the most relevant/irrelevant simulations, the standardized residuals (see
Section 2.3.3) are depicted in Figure 12 in the function of simulated air temperatures. A
similar color in the function of the hour of the day has been used. As previously mentioned,
a value higher than 3 (i.e., 3 times the standard deviation which has been normalized to 1)
indicates a too-large error that can be considered as an outlier. It is interesting to note that
no outliers have been simulated in this case (which is a good property). However, two
groups can be identified on this figure depending on the time of simulation:

• Late night and morning hours (from midnight to 9 a.m.) have negative standardized
residuals and low simulated air temperatures. In this situation, air temperatures are
overestimated by UWG;

• Afternoon and evening hours (from 10 a.m. to 8 p.m.) have positive standardized
residuals and high simulated air temperatures. In this situation, air temperatures are
underestimated by UWG during the daytime.

These observations are consistent with Figure 11 but the standardized residual anal-
ysis enables guaranteeing that UWG simulates relatively consistent air temperatures
without outliers.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 10. Air temperatures simulations for August 2020, 5th–6th (left) and 19th–20th (right) at
Carmes station using Centre équestre rural station. Each subfigure represents 10 simulations when a
single specific parameter is varied to illustrate its influence on the output. The lightest (resp. darkest)
line corresponds to a simulation with the lowest (resp. highest) value of the associated parameter.
(a) Temporal evolution of the Air temperature for different reference heights -100 m, 200 m- (differ-
ences between simulations max “ 5.23 °C, mean “ 0.45 °C). (b) Temporal evolution of the Air temper-
ature for different reference heights -100 m, 200 m- (differences between simulations max “ 3.4 °C,
mean “ 0.25 °C). (c) Temporal evolution of the Air temperature for different nighttime urban bound-
ary layer heights -30 m, 100 m- (differences between simulations: max “ 5.5 °C, mean “ 0.76 °C).
(d) Temporal evolution of the Air temperature for different nighttime urban boundary layer heights
-30 m, 100 m- (differences between simulations: max “ 3.3 °C, mean “ 0.18 °C). (e) Temporal evolu-
tion of the Air temperature for different building densities -0.1, 0.8- (differences between simulations:
max “ 5.6 °C, mean “ 0.87 °C ). (f) Temporal evolution of the Air temperature for different building
densities -0.1, 0.8- (differences between simulations: max “ 3.8 °C, mean “ 0.47 °C). (g) Temporal
evolution of the Air temperature for different facade lengths -4 m, 4270 m- (differences between sim-
ulations: max “ 0.9 °C, mean “ 0.16 °C). (h) Temporal evolution of the Air temperature for different
facade lengths -4 m, 4270 m- (differences between simulations: max “ 0.8 °C, mean “ 0.1 °C).
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Figure 11. Simulated vs. measured air temperatures (in °C) at Carmes for the two pairs of days used
for validation. A specific color is applied to each point according to the UTC hour (from 0 to 23).

Figure 12. Standardized residuals vs. simulated air temperatures (in °C) at Carmes station on the
two pairs of days. A specific color according to the UTC hour (from 0 to 23) has been used. Red lines
correspond to ˘3 and points below/above are considered outliers

4. Discussion

As mentioned in previous sections, UWG enables simulations of urban air tempera-
tures from a set of input parameters associated with atmospheric, urban surface occupations,
and rural climatic conditions. In Section 3, we have evaluated the influence of the rural
station, the sensitivity of UWG with respect to its main input parameters, and its ability
to retrieve reliable air temperatures. All measured data used for comparison purposes
are issued from the Carmes weather station, located in a densely built environment in the
center of Toulouse, France. As already observed in [58], UWG performs better in densely
urbanized areas. Before discussing the results presented in Section 3, it is important to
recall that the observations and conclusions made in this study have to be interpreted
considering that we only modified a limited number of parameters for the initialization
of UWG. A finer tuning of the parameters, for example in the building description files
or the code itself, would probably lead to different results. The idea was to use UWG as
a basic user, modifying only accessible parameters with available input data such as in
operational use.

4.1. Influence of the Rural Station

The analysis of Section 2.3.1 highlights that the choice of the rural station has a
significant impact on the simulation results and performance. This differs from [30] who
tested UWG (2014 version) under the humid tropical climate of Singapore and concluded
that the location of the rural station did not have a major impact on the simulation.



Appl. Sci. 2024, 14, 185 19 of 25

Several reasons may explain these opposite observations. First, from a geographic
point of view, the city of Toulouse is characterized by a fairly urbanized center and a more
pronounced green belt, whereas Singapore looks more like a continuum of urbanization. In
this context, the localization of the rural station is less sensitive in Singapore because of
the low urban gradient. Besides, Singapore is surrounded by the sea. Therefore, finding
a rural station away from a body of water, as recommended in the rural station selection
criteria, seems to be difficult. The second reason may be the different climate of Toulouse
and Singapore that are completely different. Singapore has indeed an equatorial climate
with two seasons, wet and dry, while the climate of Toulouse is generally characterized by
four seasons having relatively mild winters and hot summers where the frequency of UHI
is higher (and the difference with the rural station amplified). These points can explain our
observation that, in our study, the choice of the rural station is significant, especially on
days that are favorable to UHI, unlike observations made in [30].

In practice, the fact that the Meteopole station is still inside the urbanized area of
Toulouse, even if located in a green area, may explain its poor ability to provide a proper
rural climate context. Even if Mondouzil is located further from Toulouse city center, Figure 1
shows that this station is close to the built-up area. Consequently, its measurements may be
influenced by surrounding urbanization. Finally, the Centre équestre station, far away from
the city and rather in green areas, appears as the rational choice. A more detailed analysis
of the local climatic context would help to better understand these results.

For a generalization of the use of UWG, it would be relevant to deepen this investiga-
tion on the impact of the location of the rural station.

4.2. Sensitivity Analysis

From the sensitivity analysis presented in Section 3.2, three main observations can
be made:

1. First, as shown in Figure 8 concerning elementary effects, forcing atmospheric pa-
rameters are the main drivers of the simulation. Parameters ublnight associated with
the nighttime urban boundary layer and href associated with reference height (see
Table 4) are indeed the most represented (ublnight represents almost 50% of the con-
tribution of all parameters to the sensitivity of UWG at night, versus almost 35% for
href during the day) and have an important weight in the simulation. In practice,
unlike the other forcing parameters of the rural station, these values are fixed at ini-
tialization (the temporal evolution is not provided by the user). Given their influence
in the simulation, this is a main limitation of UWG. This has already been observed
in [60] who performed an urban boundary layer height empirical estimation (based
on Paris data). Such values are difficult to acquire in practice. Meso-NH [61] is a
way to simulate these data. However, this is what we would like to bypass, to avoid
time-consuming calculations.

2. As a corollary to the previous observation, the surface parameters have a much smaller
influence. Among them, facade-to-site ratio and build density have a slightly greater
impact than the others, the latter being negligible. However as shown in Figure 10e–h,
only the building density has a discernible influence (Figure 10e,f) since very low
variations of the simulated temperature are observable over the facade-to-site ratio
parameter. This is in contradiction with [45] where, in their study over Toulouse and
Basel, building density, facade-to-site ratio, and vegetation cover are the main drivers
of the simulated air temperature. Following our observations, this point is also a
limitation of UWG since it is recognized that these parameters have an influence on
the heat islands.

3. From Figure 9 related to the standard deviation of the elementary effects vs. overall
sensitivity measure, it can be shown that the atmospheric reference height parameter
(href ) has a non-linear interaction since it is the only parameter that has a significant
standard deviation from its average. As stated above, this is either because this
parameter interacts with another, or because it has a non-linear influence. The first
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option is impossible since no other parameter has a similar behavior. This further
emphasizes the importance of this parameter, which appears critical for performing
consistent simulations. Some studies have tried to estimate href empirically from sets
of measurements [60] and this point is obviously a challenge for future improvements
of UWG.

A direct consequence of these observations is that the spatial variation of UWG
simulations is insignificant since surface parameters have a low influence. Therefore, for
the analysis of the urban heat island, UWG does not seem the most adapted. Following
our quantitative preliminary study in [58], UWG performs better in densely constructed
city centers.

4.3. UWG Performances

As shown in Figures 6 and 7, as well as Table 6, the air temperature estimates are
globally consistent. Quantitative values are indeed acceptable to represent the diurnal
cycle of the temperatures and the global behavior of UWG estimations is coherent with
respect to night/day variations. Following our quantitative preliminary study in [58], UWG
performs better in densely constructed city centers. In addition, as shown in Figure 12,
no outliers were estimated (better estimations being for hours in the middle of the day).
When looking into details, we observe that the models tend to overestimate at night
and underestimate during daytime, as particularly remarkable in Figure 11. This is in
accordance with conclusions from [32,33] where in general, an overestimation of urban
temperature in summer was detected.

From the two last sub-sections, it can be noted that UWG is consistent in estimating
urban air temperatures but, following the low influence of surface parameters and the
dominance of atmospheric parameters suffers from a lack of spatial variability to estimate
correctly spatial variations. To cope with this issue, authors in [60] suggested a spatial-
ized version of UWG by adding a statistical model of boundary layer height and better
management of the advection downstream of the city. The first results are interesting,
but not generalizable. In one paper [62], the authors developed the Vertical City Weather
Generator (VCWG) which overcomes many limitations of UWG by (i) resolving vertical
profiles of climate variables in relation to urban design parameters, (ii) including a building
energy model and (iii) considering the effect of trees on the urban climate. Here again,
the associated model performs better but is dependent on additional parameters that are
difficult to access in practice.

5. Conclusions

This study thoroughly examined the Urban Weather Generator’s application in sim-
ulating air temperatures over Toulouse, emphasizing an operational, non-specialist user
context. The selection of the urban reference station (Carmes) and the impact of the rural
station choice were scrutinized, showcasing the sensitivity of UWG to surface parameters
and atmospheric factors. The model exhibited reliability in predicting hourly urban air
temperatures in densely urbanized areas, such as Carmes, provided the rural station is
judiciously chosen. Despite limitations in spatial variability due to a lack of sensitivity to
surface parameter variations, the study suggests that a more refined parameterization or
code tuning could improve results in less urbanized environments. In conclusion, UWG
offers reliable simulations for densely urbanized regions, and further enhancements in
surface parameter consideration could optimize spatialization in less urbanized areas, as
suggested in [63].
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Appendix A. EPW File

This file includes data from the rural reference weather station. It can be divided into
two parts: header and data records ([64,65]). The header is organized as follows:

• Location: There are first the city, state/province, and country names, the source of
Data. Then, there are the latitude, longitude, time zone, and elevation fields.

• Design Conditions: Usually, there is one Design Condition. But, there can be more
than one design condition or no design condition. First, the number of Design Condi-
tions is made precise. Then there are the source of design conditions (A list, usually
of length 16), heating design conditions, cooling design conditions (A list, usually of
length 32), and extreme design conditions (A list, usually of length 16). This informa-
tion can be found in the ASHRAE (American Society of Heating, Refrigerating and
Air-Conditioning) climatic design conditions station finder ([66]).

• Typical/Extreme Periods: There is first the number of typical or/and extreme periods.
Then, for each period, the name, the type (typical or extreme), start day, and end day
are input.

• Ground Temperatures: Typically, ground temperatures are given for three depths. If
the information is available, users may also fill in the blank fields (soil conductivity,
soil density, soil specific heat). For each depth, there is a soil temperature per month.

• Holiday/Daylight Saving: The first field is a yes or no field about leap year. After
that, daylight saving start date, daylight saving end date, and the number of holidays
during the whole period. Then for each holiday, the holiday name and the holiday
date are put.

• Comment 1: Typically, it displays at least the weather station number and data source.
• Comment 2: Supplementary information on data.
• Data Period: There is first the number of data periods. Then, per period, there are the

number of intervals per hour, a description of the data period, the start day of week,
the start day of the period, and the end day.

On the other hand, the data records part is organized as follows ([67]). We only present
the parameters used by UWG (according to its code ([68])):
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Variable Description

Year, Month, Day, Hour, and Minute Separate variables in order to have the date and hour of
the observation

Data Source The data source and uncertainty flags from
various formats

Dry Bulb Temperature (Celsius)
It refers to the ambient air temperature. It is called “Dry
Bulb” because the air temperature is indicated by a
sensor not affected by the moisture of the air.

Dew Point Temperature (Celsius)

The temperature at which water vapor starts to
condense out of the air, the temperature at which air
becomes saturated with water vapor. Above this
temperature at which the moisture will stay in the air.

Relative Humidity (percent)
a measure that represents the amount of water vapor in
the air at a given temperature compared to the
maximum amount possible at the same temperature.

Atmospheric Station Pressure (Pascal) standard barometric pressure for all elevations of
the world.

Horizontal Infrared Radiation
Intensity (Wh/m2)

Infrared radiation is radiant energy emitted from the
atmosphere. It is defined as the total amount of infrared
radiative energy reaching a horizontal plane per
unit area.

Normal Solar Direct
Radiation (Wh/m2)

the amount of solar radiation that arrives on a direct
path from the sun per unit area.

Horizontal Solar Diffuse
Radiation (Wh/m2)

the amount of radiation received by a surface that has
been scattered by particles in the atmosphere (per unit
area) and that does not arrive from the direction of
the sun.

Horizontal Radiation (Wh/m2)
Global Horizontal Radiation: the sum of both Normal
Solar Direct Radiation and Horizontal Solar
Diffuse Radiation

wind direction (Degrees)
The convention is that North = 0.0, East = 90.0,
South = 180.0, West = 270.0. d. If calm, direction
equals zero.

wind speed (m/s) Values can range from 0 to 40.

Precipitation (mm/h) rainfall intensity

Specific Humidity (kgH20/kgN202) mass of water vapor in a unit mass of moist air
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