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Abstract: In computer vision, the convolutional neural network (CNN) is a very popular model used
for emotion recognition. It has been successfully applied to detect various objects in digital images
with remarkable accuracy. In this paper, we extracted learned features from a pre-trained CNN and
evaluated different machine learning (ML) algorithms to perform classification. Our research looks at
the impact of replacing the standard SoftMax classifier with other ML algorithms by applying them to
the FC6, FC7, and FC8 layers of Deep Convolutional Neural Networks (DCNNs). Experiments were
conducted on two well-known CNN architectures, AlexNet and VGG-16, using a dataset of masked
facial expressions (MLF-W-FER dataset). The results of our experiments demonstrate that Support
Vector Machine (SVM) and Ensemble classifiers outperform the SoftMax classifier on both AlexNet
and VGG-16 architectures. These algorithms were able to achieve improved accuracy of between 7%
and 9% on each layer, suggesting that replacing the classifier in each layer of a DCNN with SVM
or ensemble classifiers can be an efficient method for enhancing image classification performance.
Overall, our research demonstrates the potential for combining the strengths of CNNs and other
machine learning (ML) algorithms to achieve better results in emotion recognition tasks. By extracting
learned features from pre-trained CNNs and applying a variety of classifiers, we provide a framework
for investigating alternative methods to improve the accuracy of image classification.

Keywords: deep learning; facial emotions recognition; facial expression; convolution neural network;
machine learning

1. Introduction

Emotion recognition has been studied by researchers in various fields, such as psychol-
ogy, sociology, health care, entertainment, advertisement, education, robotics, and computer
science [1]. Emotion recognition systems can be used in many applications, such as human-
computer interaction, intelligent tutoring systems, surveillance, the psychological state
of patients, and lie detection [2]. The ability to recognize facial expressions under masks
has become increasingly important for creating realistic and engaging augmented reality
(AR) and virtual reality (VR) experiences during the COVID-19 pandemic [3,4]. It is a
challenging problem due to the many variables involved, such as facial features, lighting,
and head pose. There are many approaches to solving this problem, but most of them
require a substantial amount of training data [5].

Wearing face masks that cover the mouth and nose during a worldwide pandemic
is strongly advised to reduce the risk of infection. This precautionary approach, though,
might significantly impact how people interact with one another: only the highest parts
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of the face, the eyes, and the forehead are visible while one is wearing a face mask, which
raises the question of whether doing so would make it harder to identify emotions [6,7].

A study has shown that people wearing masks are less likely to be accurately identified
because, with a hidden face, certain emotions like happiness, sadness, anger, etc. Due
to this, participants are less accurate at identifying emotions when the person is wearing
a mask [8]. In addition, the use of a face mask has also impaired people’s ability to
understand the gestures of others, which can be important for understanding the speaker’s
intentions [9]. According to the author, this could be because masks conceal the lower half
of the face, which is where most of the crucial facial cues are found. Comparing masked
targets with unmasked faces revealed a decline in emotion recognition accuracy. Target
accuracy was significantly lower for masked faces (48.9 percent) than for unmasked faces
(69.9 percent) [10].

The paper is structured into eight sections. Section 1 provides an introduction to the
research problem and the paper’s contributions. Section 2 presents a comprehensive litera-
ture review of the related work. In Section 3, the proposed solution is explained in detail.
Section 4 discusses the implications of the pre-trained model. Section 5 provides a detailed
explanation of the feature extraction process from the hidden layers in the neural network.
Section 6 examines the various classifiers used in machine learning. Section 7 provides
details of the dataset used in the experiments, MLF-W-FER, and explains the experiments
conducted on the FC6, FC7, and FC8 layers of the VGG-16 and AlexNet architectures.
Finally, the conclusions drawn from the experiments are presented in Section 8.

2. Related Work

In the past, this question has been addressed by several studies showing that the
recognition of emotions expressed through the face is more difficult when the mouth
is covered. A recent study suggested that this result was decreased because the mouth
is responsible for most of the facial expressions of emotions and, therefore, when it is
covered, there is less information to process. When most of the face is covered by a mask,
the computer has a harder time understanding the facial expressions of the person [11,12].
Machine learning (ML) algorithms can be used to automatically detect and classify facial
expressions. These algorithms typically use a combination of features extracted from
the face, such as the shape of the eyebrow, the size of the eye, and the position of the
mouth. The accuracy of these algorithms varies depending on the data set used for training,
but generally, they can achieve good accuracy [13–15].

Some common ML methods used for emotion recognition include support vector
machines (SVM), Linear Discriminant Analysis (LDA), k-nearest neighbors (k-NN), and de-
cision trees (DT). These methods can be used to learn models from data that can be used
to recognize facial emotions. Neural Network also have an important impact on this area
of research [16]. Deep learning architectures are like special tools that can be used to
achieve specific goals. Each architecture has its own advantages and disadvantages, so
it is important to select the right one for the task at hand [17]. CNN is very effective for
emotion recognition tasks [18]. They can extract features from input images, and then use
these features to train a classifier. Once the classifier is trained, it can be used to recognize
images. The advantage of using a CNN is that it is able to learn complex patterns in input
images. This is important because it enables CNN to recognize images [19–24].

Recently, transfer learning methods have been widely used for prediction and clas-
sification. Transfer learning is a type of ML where knowledge gained from solving one
problem is applied to a different but related problem. It is also an optimization technique
that reduces the amount of training data required to solve a new ML problem [25]. The basic
goal of transfer learning is to use the skills learned from one problem’s resolution to aid
in the solution of a related problem. This is especially helpful if you only have a small
amount of data at your disposal. Numerous applications of transfer learning, including
image classification, natural language processing, and even reinforcement learning, have
been demonstrated to be successful [26].
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Emotion recognition under a mask is difficult for ML algorithms [27] because there
is often a lot of noise in the data that can make it difficult for computers to accurately
recognize emotions. Additionally, it is difficult to accurately predict facial emotions when
most of the face is covered by a mask [28]. As a result, the accuracy of emotion recognition
decreases when compared with datasets that do not cover faces with masks.

There are various reasons for this decreased accuracy, including the loss of important
facial features under the mask, such as the mouth and eyes. In addition, the mask can
distort the shape of the face, making it difficult for the algorithm to correctly identify facial
features. This can impact the accuracy of the algorithms, as they are not able to see the full
range of emotions that people are expressing. This can be a problem in applications such
as security, healthcare, advertisement, education, and robotics where facial recognition is
used to identify people’s expressions. It is possible to improve the accuracy of emotion
recognition under a mask by using a deep learning approach. One approach is to use a
deep learning algorithm to learn to extract features from images and apply a different
regression technique of ML to predict face-masked expression.

This paper presents a contribution to the field of computer vision by exploring the
impact of replacing the SoftMax classifier with alternative machine learning algorithms on
the learned features extracted from DCNNs. Specifically, the study examines the efficacy
of SVM and Ensemble classifiers on the FC6, FC7, and FC8 layers of AlexNet and VGG-
16 architectures using a masked facial expression dataset. The results demonstrate that
these alternative classifiers outperform the SoftMax classifier by achieving an accuracy
improvement of 7% to 9% on each layer, highlighting the potential for combining the
strengths of CNNs and other ML algorithms to enhance image recognition performance.
Overall, this paper provides a framework for future investigations into alternative methods
of improving image classification accuracy by leveraging learned features from pre-trained
CNNs and applying a variety of classifiers.

3. Proposed Method

The initial stage of our system involves inputting images and performing feature
extraction. This process involves utilizing pre-trained neural networks, specifically the
AlexNet and VGG-16 models. The extracted features are obtained from the last three layers
of this model. Activation Rectified Linear Unit (ReLU) is used in FC6 and FC7 layers, while
SoftMax activation is used in FC8 as the classifier. The image representation that results
from the concatenation of three fully connected layer features has 9192 dimensions features.
This paper proposes a feature-based image classification technique to improve the accuracy
of deep CNN models on masked facial expression data. The features from all images of
face-masked facial expressions have been stored on each layer in a CSV file. Different
classifiers have been used for image classification based on these features.

In the classifier phase, different classifiers have been applied, e.g., discriminant analy-
sis, decision tree, support vector machine (SVM), k-nearest neighbor (KNN), and ensemble
classifiers. In this paper, it is suggested to find which classifier has the highest accuracy
on the masked facial expression dataset on each fully connected layer by using the two
original pre-trained CNN models.

The proposed methodology for feature extraction and categorization is illustrated
in Figure 1, which provides a high-level overview of the entire process. Furthermore,
the detailed feature extraction and classification process is presented below.

1. Load the dataset (MLF-W-FER dataset).
2. Load pre-trained CNN (on AlexNet and VGG-16 model).
3. Divide the image sets into training and testing data (70% for training and 30% for testing).
4. Extract FC6, FC7, and FC8 features from the activation functions.
5. Train all classifiers (which are available in ML) on the MLF-FER-M dataset in FC6, FC7,

and FC8.
6. Predict the class of the masked dataset for the test set using the trained classifier. e.g.,

positive, negative, and neutral.
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7. Show the average accuracy of each classifier.
8. Compile the findings using a confusion matrix of the highest accuracy.

Figure 1. Alexnet and VGG16 feature extraction and classifier application for masked datasets.

3.1. Alexnet Architecture

The ImageNet database is used to train CNN, known as AlexNet, on more than a
million photos. The 48-layer network can categorize photos into 1000 different items. A
224 × 224 pixel image in the ImageNet style serves as the network’s input. A 1000-dimensional
vector of class probabilities is the result. AlexNet was designed by Alex Krizhevsky, Ilya
Sutskever, and Geoffrey Hinton. It was first used to win the ImageNet Large Scale Visual
Recognition Challenge in 2012. AlexNet is similar to the VGG network but is much lighter
and faster. It is also the first network to use the ReLU activation function [29].

3.2. VGG-16 Architecture

The CNN VGG-16 has 16 layers in total. The Visual Geometry Group (VGG) at Oxford
was responsible for its initial development. In ImageNet, a dataset of more than 14 million
images was categorized into 1000 categories, and the model obtained a top-5 test accuracy
of 92.7 percent. 13 convolutional layers make up VGG-16, along with 5 pooling layers and
3 fully connected layers. The succession of convolutional and pooling layers that make
up the convolutional base is used to extract features from the input image. Following
the transmission of these features, the fully linked layers use them to assign the image to
one of the 1000 ImageNet classes [30,31]. In the next subsection, the pre-trained model is
briefly described.

4. Pre-Trained Model

A pre-trained model of AlexNet or VGG-16 is useful for many computer vision
applications as it has been trained on a large dataset and thus contains a lot of information
about the images. Some potential applications for a pre-trained AlexNet or VGG-16 model
include object detection, image classification, pattern recognition, image segmentation,
texture recognition, object tracking, action recognition, and face recognition [32].

Through the process of transfer learning, previously learned information can be used
to solve one problem and then applied to another. This method results in a considerable
amount of information being contained in the model’s weights, allowing for faster learning
due to the efficient reuse of information [33].

The next subsection explains the feature extraction from AlexNet and VGG-16 architectures.

5. Feature Extraction

CNN, such as the AlexNet and VGG-16 designs, are both commonly employed for
image classification applications. VGG-16 is made up of 16 convolutional layers as com-
pared with AlexNet’s 5 convolutional layers and 3 fully connected layers. VGG-16 uses the
highest filter size of 4×, while AlexNet utilizes the smallest filter size of 3 × 3 [34].

AlexNet has a smaller capacity than VGG-16 but is faster to train. Both architectures
extract features from images by convolving over the image with a set of learned filters.
These features are then passed through a series of fully connected layers, which perform
classification [35]. The facial image processing pipeline consists of two steps: facial feature
extraction and detection. The pre-trained AlexNet model was used to extract features from
facial image data at the output layer of the chain. We selected AlexNet as the CNN model
for feature extraction based on a recent study, which compares the CNN model to five
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well-known pre-trained models and shows that it appears to be good for age-invariant
facial recognition systems [36].

The first layer extracts the input layer’s average activation. The average activation of
a layer determines how active the neurons in the layer are and is often used to determine
the overall importance of a neuron in a layer. By using the average activation of a layer, we
can determine which neurons are the most important for classification .

The second layer extracts the input layer’s non-linearity. Non-linearity is determined
by how much the input layer’s activation changes when the input layer’s weight is changed.
This feature is important because it determines how well the neurons in the input layer
map to the correct output category.

The third layer extracts the output layer’s correlation with the input layer. The cor-
relation between two layers is determined by how well the output of one layer predicts
the input of another layer. This feature is important because it determines how well the
neurons in the output layer map to the correct input category [37,38].

These features were extracted from VGG-16 and AlexNet, and different classifiers
were applied to the masked face dataset of facial expressions. In the next subsection, we
discuss the different classifiers that are used in our experiments.

6. Machine Learning Classifiers

ML classifiers are models that are used to predict the class of a data point. In ML,
a classifier is an algorithm that maps an input data vector to a specific category or predicts
the class of a data point. The input data can be continuous, such as an image, or discrete,
such as an audio signal or text. Common classifiers include support vector machines,
decision trees, and logistic regression, which is mentioned in Figure 2.

Figure 2. Alexnet and VGG16 feature extraction and classifier application for masked datasets.

6.1. Decision Tree

A decision tree classifier is an ML algorithm that can be used to predict the class of an
instance based on the values of its features. A decision tree classifier works by repeatedly
splitting the data into smaller groups based on a certain criterion until each group contains
only instances with the same class label [39].

6.2. Linear Discriminant Analysis

Linear Discriminant Analysis (LDA) is another supervised learning algorithm that can
be used for both regression and classification tasks. It is a supervised learning algorithm,
which means that it requires a training set of data in order to learn how to classify new items.
The LDA classifier is a linear classifier, which means it divides data into two categories
using a straight-line graph. This can be done by placing points along the x-axis of a
coordinate grid and observing which diagonal lines cut through the points. From this
information, LDA can calculate the distance or dissimilarity between two data samples [40].
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6.3. Support Vector Machine

A support vector classifier works by mapping data to a high-dimensional space and
then finding a hyperplane that separates the data. This hyperplane is defined by the
support vectors, which are the points closest to it. The distance from the hyperplane is
called the margin, and the aim is to maximize this margin [41].

The advantage of using a support vector classifier is that it can be more accurate than
other methods, as it takes into account all of the data points when creating the hyperplane.
It can also be used for non-linear classification tasks by using a kernel function.

6.4. K-Nearest Neighbor

A k-Nearest Neighbors (k-NN) algorithm is an unsupervised learning technique that
can be applied to both classification and regression problems. It operates by locating the
k nearest neighbors of a given data point and then predicting the label of the data point
based on the labels of those neighbors. The algorithm operates by first figuring out how far
apart each data point is from its closest neighbors. Then, it assigns a class label to each data
point based on the class label that is most prevalent among its closest neighbors [42].

6.5. Ensemble

An ensemble classifier is a meta-classifier that combines the predictions of multiple
base classifiers to form a more accurate final prediction. Ensemble classifiers are used in
a variety of areas, including computer vision, speech recognition, and machine learning.
Ensemble classifiers usually outperform single-model classifiers [43].

7. Experimental Setup and Results
7.1. Dataset

The experiment for this research is based on the M-MLFW-FER dataset. The M-LFW-
FER [44] dataset is a collection of 11,038 images of faces wearing masks (6155 positive,
3988 neutral, and 895 negative). The statistics of the MLFW database are in Table 1.

Table 1. Statistic of mask count of MLFW database.

Positive Neutral Negative Total

6155 3988 895 11,038

Each image is labeled with the identity of the person wearing a mask and the ex-
pression of the face. The M-MLFW-FER dataset is automatically created by detecting the
location of the face and the mouth in each image, thereby cropping the image, and it
includes only the face and the mask. The dataset is divided into three parts, which in-
clude neutral, positive, and negative expressions, as shown in Figure 3. In this research,
the M-MLFW-FER dataset is used, which is available publicly.

Figure 3. Images from each emotion class in the M-LFW-FER dataset.
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7.2. First Experiment: Transfer Learning from AlexNet for Extracting Features Using
Different Classification

Instead of creating a CNN from scratch for this study, a pre-trained CNN was em-
ployed. Pre-trained networks can be used to extract features from a variety of image types.
In this study, AlexNet and VGG-16, a network that was previously trained on ImageNet,
are tested and applied to different classifiers to see which classifier is the best for the
MLF-W-FER dataset of classification.

In this experiment, the performance is evaluated when transfering learning from the
AlexNet network is used for feature selection and is applied to ML classifications, as shown
in Figure 4.

Figure 4. Transfer learning from AlexNet for extracting features and different classifiers techniques.

Table 2 depicts the results of an experiment wherein FC6 features were extracted
from the AlexNet 240 architecture and subsequently subjected to various machine learning
classifiers. Upon analyzing the outcomes, it was observed that the Subspace Discriminant
classifier outperformed the others with a classification accuracy of 62.7%. The Quadratic
SVM classifier stood second with a close accuracy score of 62.5%, while the Medium
Gaussian SVM classifier secured the third position with a classification accuracy of 62.0%.
These results suggest that the Subspace Discriminant classifier may be a more effective
choice for the classification task at hand.

On the other hand, FC7 features were applied with different classifiers of ML. The re-
sults of the ML classifiers in the FC7 results are shown in Table 2. The result shows that
Linear SVM achieved the highest accuracy of 62.0%, Quadratic SVM has the second best
accuracy with 61.7%, followed by Medium Gaussian SVM with 61.6%. According to the
results of FC8 features and performance comparison of ML classifiers, the best accuracy
score was achieved by Subspace Discriminant with 62.6%, followed by Medium Gaussian
SVM at 62.5%, and Quadratic SVM with 63.4%.

These tests show that Ensemble Classifiers and SVM classifier subclasses perform well
on the pre-trained model of AlexNet features and that using different classifiers increased
the accuracy of the masked dataset on each layer of FC6, FC7, and FC8. The classification
results for the FC6, FC7, and FC8 layers of the AlexNet are mentioned in Table 2.

We obtained features from AlexNet and applied the Fitcecoc function to get the
accuracies on each layer, FC6, FC7, and FC8. The Fitcecoc function returns full, trained,
and error-correcting output codes (ECOC). ECOC [45] is a multiclass classifier designed
for large training data sets. By using the Fitcecoc function in AlexNet, the accuracy of the
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Fc6, Fc7, and Fc8 layers is 55% percent, 55.35% percent, and 55.64% percent, respectively,
as shown in Table 3.

Table 2. Performance comparison of ML Algorithm Classification of MLF-W-FER Dataset on AlexNet.

Classifier Classifier Type FC6 Accuracy FC7 Accuracy FC8 Accuracy

Decision Tree Fine Tree 55.5% 52.0% 53.8%
Medium Tree 55.8% 54.4% 56.4%
Coarse Tree 56.2% 53.8% 56.8%

Discriminant Analysis Linear Discriminant 59.5% 48.4% 59.5%

Support Vector Machines (SVM) Linear SVM 61.9% 62.0% 62.2%
Quadratic SVM 62.5% 61.7% 63.4%

Cubic SVM 59.6% 59.8% 60.8%
Fine Gaussian SVM 55.8% 49.8% 55.9%

Medium Gaussian SVM 62.0% 61.6% 62.5%
Coarse Gaussian SVM 59.5% 59.9% 59.85

K Nearest Neighbor (KNN) Fine KNN 50.3% 50.5% 50.9%
Medium KNN 56.0% 54.5% 56.2%
Coarse KNN 58.45% 57.0% 57.7%
Cosine KNN 57.0% 55.5% 56.7%
Cubic KNN 53.2% 54.4% 54.4%

Weighted KNN 55.7% 55.4% 56.1%

Ensemble Classifiers Boosted Trees 59.0% 57.2% 58.5%
Bagged Trees 56.8% 56.2% 57.0%

Subspace Discriminant 62.7% 59.7% 62.6%
Subspace KNN 50.6% 50.8% 50.7%

RUS Boosted Trees 44.4% 46.7% 44.6%

Table 3. Accuracy AlexNet pre-trained model on FC6, FC7, and FC8 on the masked dataset.

Alexnet Accuracy

FC6 55.00%
FC6 55.35%
FC8 55.64%

We applied different classifiers to FC6, FC7, and FC8 individually. The results show
that Subspace Discriminant, Linear SVM, and Quadratic SVM are the best methods for
classification in FC6, FC7, and FC8, respectively, as shown in Table 4.

Table 4. Improved Accuracy of AlexNet pre-trained model on FC6, FC7, and FC8 with ML classifiers
on the MLF-W-FER dataset.

AlexNet Classifier Accuracy

FC6 Subspace Discriminant 62.7%
FC7 Linear SVM 62.0%
FC8 Quadratic SVM 63.4%

Furthermore, the best accuracies of classifiers on each layer of the AlexNet model are
mentioned in the confusion matrix (see Figure 5).
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Figure 5. Best classifiers for AlexNet on FC6, FC7, and FC8 in the Confusion Matrix.

In Figure 5, the confusion matrix of FC7 Linear SVM was not able to predict the
negative class of the MLF-W-FER dataset. That is why we selected the Quadratic SVM with
the second highest accuracy (61.7%) because it is predicting all three classes as positive,
negative, and neutral. The Linear SVM has been replaced with Quadratic SVM in Figure 6.

Figure 6. Best classifiers for AlexNet on FC6, FC7, and FC8 in the Confusion Matrix.

7.3. Second Experiment: Transfer Learning from VGG-16 for Extracting Features Using
Different Classification

In the second experiment, as depicted in Figure 7, the effectiveness of feature selection
has been assessed using transfer learning from the VGG-16 network in conjunction with
several classifications. According to the results in Table 4 for the FC6 features applied to the
various classifiers, Quadratic SVM has a better classification accuracy of 65.5%, followed
by Linear SVM with 65.3% and Cubic SVM with 64.4%.

Figure 7. Transfer learning from VGG-16 for extracting features and different classifiers techniques.

The best accuracy score has been achieved by Linear SVM with a score of 62.0%,
followed by Quadratic SVM with a score of 61.7%, and Medium Gaussian SVM with a score
of 61.6%, according to the results of FC7 features and performance comparison of classifiers.
According to the results of the FC8 features and performance comparison of classifiers,
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Linear SVM has the highest accuracy score (62.0%), followed by Medium Gaussian SVM at
62.5 percent and Quadratic SVM at 63.4 percent, as shown in Table 5.

Table 5. Performance comparison of ML Algorithm Classification of MLF-W-FER Dataset on VGG-16.

Classifier Classifier Type FC6 Accuracy FC7 Accuracy FC8 Accuracy

Decision Tree Fine Tree 53.6% 54.6% 54.2%
Medium Tree 56.7% 55.7% 56.2%
Coarse Tree 56.4% 56.2% 56.0%

Discriminant Analysis Linear Discriminant 49.6% 51.4% 57.8%

Support Vector Machines (SVM) Linear SVM 65.3% 62.5% 61.2%
Quadratic SVM 65.5% 64.0% 59.8%

Cubic SVM 64.4% 59.8% 57.4%
Fine Gaussian SVM 55.8% 55.8% 55.8%

Medium Gaussian SVM 64.2% 61.5% 60.3%
Coarse Gaussian SVM 62.0% 59.8% 58.4

K Nearest Neighbor (KNN) Fine KNN 52.8% 51.5% 50.9%
Medium KNN 58.4% 57.2% 56.4%
Coarse KNN 59.0% 58.3% 57.8%
Cosine KNN 59.3% 56.3% 55.7%
Cubic KNN 58.6% 57.2% 56.4%

Weighted KNN 58.5% 57.0% 56.2%

Ensemble Classifiers Boosted Trees 59.0% 58.4% 58.6%
Bagged Trees 58.7% 57.8% 57.7%

Subspace Discriminant 62.1% 58.0% 61.0%
Subspace KNN 50.4% 50.8% 51.2%

RUS Boosted Trees 48.3% 47.6% 47.0%

In this experiment, the features obtained from VGG-16 were fed into the Fitcecoc
function. As a result, the accuracy of each layer (FC6, FC7, and FC8) was 56.85%, 55.19%,
and 56.73%, respectively, as shown in Table 6.

Table 6. Accuracy of VGG-16 pre-trained model on FC6, FC7, and FC8 on the masked dataset.

VGG-16 Accuracy

FC6 56.85%
FC6 55.19%
FC8 56.73%

Further, we applied ML classifiers on FC6, FC7, and FC8 individually to classify the
masked dataset. The results show that Subspace Discriminant, Linear SVM, and Quadratic
SVM are the best methods for classification in FC6, FC7, and FC8, respectively, in the
masked dataset, as shown in Table 7. The accuracy of FC6, FC7, and FC8 was 65.5%, 62.5%,
and 61.2%, respectively.

Table 7. Improved accuracy of VGG-16 pre-trained model on FC6, FC7, and FC8 with ML classifiers
on the MLF-W-FER dataset.

VGG-16 Classifier Accuracy

FC6 Subspace Discriminant 65.5%
FC7 Linear SVM 62.5%
FC8 Quadratic SVM 61.2%

Furthermore, the best accuracies of classifiers on each layer of the VGG-16 model are
mentioned in the confusion matrix (see Figure 8).
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Figure 8. Best classifiers for VGG-16 on FC6, FC7, and FC8 in the Confusion Matrix.

Figure 8 shows that the Linear SVM of FC7 and FC8 was not the optimal classifier to
use because it was unable to predict the negative classes. The second-highest accuracies in
FC6 and FC7 were selected because they predicted all three classes of the MLF-W dataset.

We replaced Linear SVM (62.5%) with Quadratic SVM (62.4%) in FC7 and Linear
SVM (61.2%) with Median Gaussian SVM (60.3%) in FC8, respectively, which is shown in
Figure 9.

Figure 9. Best classifiers for VGG-16 on FC6, FC7, and FC8 in the Confusion Matrix.

In the confusion matrix, results showed that negative expressions are detected with
low accuracy as compared with positive and neutral expressions on the M-MLFW-FER
dataset. It is just because infrequent classes are predicted with low accuracy most of the time.
The negative expression in the dataset is the lowest among other datasets, e.g., positive
and negative expressions. In this paper, it is assessed how well the SVM classifier and
its sub-classes perform on the pre-trained model of VGG-16 features and how applying
different classifiers improves the accuracy of the masked dataset on each layer of FC6, FC7,
and FC8.

Additionally, we have conducted a comparative analysis of our method’s accuracy
with the results obtained by different authors who employed the VGG-16 and VGG-
19 architectures on the MLF-W-FER dataset. Their reported accuracies were 55.6% [46]
and 53.54% [47], respectively. By comparing these results, our method has exhibited
superior accuracy.

8. Conclusions

CNN AlexNet and VGG-16 are the two most popular deep learning models used for
extracting features. After feature extraction, different classifiers were applied to FC6, FC7,
and FC8 to find better prediction performance on masked facial expressions. We evaluated
MLF-W-FER overall accuracy between 55.0% and 56.73% on AlexNet and VGG-16 pre-
trained models. After extracting FC6, FC7, and FC8, we applied ML algorithms as classifiers
on each layer of FC6, FC7, and FC8. We found that SVM improves the accuracy of the MLF-
W dataset and outclasses other classifiers on ML, especially SoftMax. The experimental
results in Table 8 show that the proposed technique improves accuracy by 4% to 9% on the
M-MLFW-FER dataset on each layer of FC6, FC7, and FC8.
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Table 8. Overall performance on AlexNet and VGG-16 Feature Extraction and applied ML classifiers
on Masked Dataset.

AlexNet Accuracy Accuracy With Other Classifiers Accuracy

FC6 55% Subspace Discriminant 62.7%
FC7 55.35% Quadratic SVM 61.7%
FC8 55.64% Quadratic SVM 63.4%

VGG-16 Accuracy Accuracy With Other Classifiers Accuracy

FC6 56.85% Quadratic SVM 65.5%
FC7 55.19% Quadratic SVM 62.4%
FC8 56.73% Median Gaussian SVM 60.3%
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