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Abstract: To address the new functional requirements brought by the introduction of new weapons
and new combat modes, a comprehensive survey of the research progress in the area of combat
simulation software is performed from the perspective of software engineering. First, the top-level
specification, simulation engine, and simulation framework of combat simulation software are
reviewed. Then, several typical combat simulation software systems are demonstrated, and the
relevant software frameworks are analyzed. Finally, combining the application prospect of artificial
intelligence, metaverse, and other new technologies in combat simulation, the development trends of
combat simulation software are presented, namely intellectualization, adaptation to an LVC (live,
virtual, and constructive) system, and a more game-based experience. Based on a comprehensive
comparison between the mentioned simulation frameworks, we believe that the AFSIM (Advanced
framework for simulation, integration, and modeling) and the E-CARGO (Environments—classes,
agents, roles, groups, and objects) are appropriate candidates for developing distributed combat
simulation software.

Keywords: combat simulation; software framework; top-level specification; simulation engine;
LVC system

1. Introduction

By simulating military operations, combat simulation can study the operational rules,
explore the operational guiding principles, and ultimately provide a scientific basis for
military decision making. There are many methods to perform combat simulation, such
as a live-fire drill, a sand table, war gaming, computer combat simulation, etc. Since
its appearance in the 1950s, computer combat simulation [1] has developed into a very
important means of combat simulation for many countries with the continuous progress in
computer technology and system engineering theory.

In recent years, sophisticated systems such as hypersonic weapons [2] and unmanned
aerial vehicles [3] have been successfully developed, which introduce higher requirements
for the application and research of combat simulation technology. In particular, with the
rapid development of artificial intelligence, big data, and other intelligent technologies, war
is entering the era of intelligence. New weapons and new combat modes will inevitably
introduce a lot of new functional requirements, even software reconstruction requirements,
to the existing combat simulation software. Therefore, from the perspective of software
engineering, we comprehensively review the research progress in the area of combat
simulation software frameworks, and provide an outlook on the application prospects
for new technologies, such as artificial intelligence and metaverse in combat simulation,
in order to effectively support the development of distributed combat simulation software.
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1.1. Literature Review Methodology

It is well known that performing research based on existing knowledge is the building
block of all academic research activities [4]. However, it has become more and more com-
plex, since knowledge production within the field of combat simulation is accelerating at a
tremendous speed. Consequently, we utilized the semi-systematic review methodology [4]
to collect and analyze the publications relevant to combat simulation.

As listed in Table 1, we developed appropriate keywords for each theme to search the
relevant literature. For instance, we utilized four keywords (i.e., Simulation Framework,
AFSIM [5], FLAMES (Flexible analysis and modeling effectiveness system) [6], and E-CARGO [7])
to search for the publications relevant to “Simulation Framework”.

Table 1. Literature review keywords.

Theme Keywords Modifiers

Top-Level Specification Specification; SMP 1; DIS 2; HLA 3; LVC 4 Simulation Software
Architecture

Simulation Engine Simulation Engine; Unreal Engine
Simulation Engine
Open Source
Combat Simulation

Simulation Framework Simulation Framework; AFSIM; FLAMES Component
E-CARGO Collaboration

Typical Software Combat Simulation; EADSIM 5; JTLS-GO 6 System
1 SMP (Simulation Model Portability) [8]; 2 DIS (Distributed Interactive Simulation) [9]; 3 HLA (High Level
Architecture) [10]; 4 LVC (Live Virtual Constructive) [11]; 5 EADSIM (Extended Air Defense Simulation) [12];
6 JTLS-GO (Joint Theater Level Simulation–Global Operations) [13].

The keywords were used in a variety of appropriate databases as listed in Table 2.
About 230 papers were obtained and stored in a bibliographic database (EndNote) in order
to efficiently analyze the search results and provide flexible options to export the data
for final formatting. In addition, we also browsed the homepages of various simulation
software and accessed the functionalities of the products. We performed an analysis on
the obtained papers and excluded about 180, when they did not strictly meet the relevant
themes or were published decades ago.

Table 2. Sources used.

Data Source Publications of Interest Main Language

CNKI * Academic articles Chinese
Ei Village Academic articles; e-books; reports English
Web of Science Academic articles; e-books; reports English

* CNKI (China National Knowledge Infrastructure).

1.2. Manuscript Structure

The rest of the manuscript is structured as follows. Section 2 introduces several
top-level specifications of simulation software. Section 3 demonstrates the simulation
engines and simulation frameworks that could accelerate the development efficiency of
simulation systems. Section 4 presents three typical simulation software widely utilized in
current combat simulation, followed by a prospectus of the development trends in Section 5.
Section 6 provides the concluding remarks.

2. Top-Level Specification of Simulation Software

Herein, the top specification of simulation software denotes the industry standard that
leads and supports the development of simulation software. The research, establishment,
promotion, and application of the top specifications for combat simulation software have
attracted worldwide attention, and many specifications have been issued, such as DIS and
HLA, as listed in Table 3.
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Table 3. Simulation software specifications.

Specification Promulgator Year Description

SMP2 Europe 2004 Simulation Model Portability
DIS USA 1989 Distributed Interactive Simulations
HLA USA 1995 High Level Architecture
LVC USA 2007 Live, Virtual, and Constructive

2.1. SMP

SMP2 [8,14] is a simulation model portability specification designed by the European
Space Agency. It ensures the platform independence and reusability of the model by
defining high-level common concepts and low-level common types. As shown in Figure 1,
we took China’s aircraft carrier as an example to illustrate the architecture of the SMP2,
which includes three different levels of abstraction.
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Figure 1. SMP2 high-level view.

• The system layer does not contain any abstract content and only describes the system
objects in the real world to be simulated. In terms of abstract system elements, the sys-
tem engineer can define that an aircraft carrier is composed of power, command and
control, communication, and other subsystems according to the existing knowledge
system, while in terms of specific system elements, China’s existing aircraft carriers
include three warships named Liaoning, Shandong, and Fujian.

• The simulation layer mainly describes the platform-independent model of the simu-
lation system, focusing on the model specification (catalog file) and the integration,
configuration, and scheduling of the model instances. Concretely speaking, Figure 1
defines the basic model specification of an aircraft carrier, and the Fujian aircraft
carrier represents a derived specific model specification, which adds the interface of
the ejection system model.
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• The software layer describes the platform-related parts of the simulation system. SMP2
provides a convenient tool to generate a large number of C++ codes from the catalog
file and finally presents various simulation models in the form of libraries.

2.2. DIS

Under the joint advocacy of the Defense Modeling and Simulation Office (DMSO) and
the Defense Advanced Research Projects Agency (DARPA), the Distributed Interactive Sim-
ulation (DIS) standard [9,15] was formally put forward in 1989, and its related technology
and architecture were reflected in the IEEE 1278 standard. The basic principle of DIS is
to use a computer network to connect geographically dispersed simulators, realize infor-
mation exchange between heterogeneous simulation subsystems through standardized
communication interfaces, and finally form a comprehensive simulation environment.

Figure 2 shows the architecture of a typical DIS simulation system, which includes
communication networks, system configuration services, and multiple simulation nodes,
which consist of system management services, application simulations, core services,
and distributed services.

• The system configuration service configures the the operation environment for the whole
system in an offline manner, such as the initial state of each simulation entity and
geographic information.

• The system management service is responsible for the start, monitoring, termination,
and other management work of the whole simulation process.

• The core service is responsible for the scheduling and communication of simulation
tasks on the simulation node.

• The distribution service is responsible for the distributed communication and time
synchronization within each simulation node.

• The application simulation is composed of a variety of application tasks, which are
realized with the cooperation of the core service and distribution service.
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Figure 2. DIS simulation system architecture.

The DIS simulation system is simple to implement and has good fault tolerance. Its
shortcomings are as follows:

1. The interoperability between distributed simulation systems can only be realized
by standardizing the data communication rules, and systems with complex logical
hierarchical relationships cannot be processed.

2. The information exchange between simulation entities is realized by broadcasting,
and the utilization rate of bandwidth is very low.

3. Lack of time synchronization between simulators may lead to spatiotemporal inconsistency.
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2.3. HLA

In order to solve the interoperability among simulation applications and the reusability
of simulation components, the High Level Architecture (HLA) [10] was proposed by DMSO
in 1995 and is still widely utilized in various simulation scenarios [16,17]. In 2011, the Amer-
ican Computer Society issued the distributed simulation engineering and execution process
standard IEEE 1730 [18], which unified the engineering and execution processes related to
distributed simulation such as DIS and HLA.

The HLA is divided into three levels: federation, federate, and object. The federation is
a simulation system to achieve specific simulation objectives, and it usually consists of
multiple federates, each of which is composed of several objects. Different federates cooperate
to complete the simulation objectives of the federation.

The HLA is composed of rules, interface specifications, and object model templates,
and the relevant contents have formed IEEE 1516 series standards. HLA rules ensure that
all federates can communicate and interact correctly when the federation is running. The HLA
interface specification determines all the service functions of the runtime environment (RTI)
and the callback functions that the relevant federates should provide. The HLA object model
template is a description of the Federation Object Mode file, providing a common method and
model standard for recording information during the running process of the federation.

As shown in Figure 3, the HLA provides general and relatively independent ser-
vices through an RTI, separating the simulation application from the underlying support
environment. Concretely speaking, the HLA separates the specific simulation function
implementation, simulation operation management, and the underlying communication
transmission, so that each part can be developed relatively independently and make full
use of the advanced technology in their respective fields.
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Figure 3. Construction of the federation in an HLA.
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2.4. LVC

The Simulation Interoperability Standards Organization (SISO) [19] was established
in 1996 and is committed to promoting the interoperability of modeling and simulation.
The LVC was originally proposed by SISO as a classification method for model and sim-
ulation, where L, V, and C refer to live simulation, virtual simulation, and constructive
simulation, respectively.

In order to realize the joint simulation test that is multirange, multi-agency, and mul-
tiplatform in a complex environment, the U.S. military proposed the LVC simulation
architecture development roadmap [11] in 2007 to improve the interoperability of a multi-
architecture simulation environment. In this roadmap, the ultimate goal of the modeling
and simulation field is to create a unified LVC integration architecture, which can quickly
integrate models and form an effective LVC environment for tactical training, coordination,
and operational evaluation.

In 2012, SISO proposed the Layered Simulation Architecture (LSA) [20], which could
unify the distributed simulation architecture such as DIS and HLA through the DDS (Data
Distribution Service) [21]. At present, a Spanish company, named Nextel Aerospace Defense
& Security, has developed Simware [22] that can fully support the LSA architecture.

Figure 4 shows the architecture of the LSA simulation system, which is composed of
layers of application, coupler, middleware, and protocol.

• The application layer includes two types of simulation applications: the legacy ap-
plications based on existing simulation standards (e.g., DIS, TENA [23], and HLA),
and new simulation applications based on DDS and other new architectures.

• The coupler layer provides various couplers between the application layer and the
middleware layer, including interfaces, gateways, and services. The legacy simulation
systems can be seamlessly connected to the middleware through the specific interface
(e.g., DIS-DDS, TENA-DDS, and HLA-DDS), gateway, and various simulation services.
New simulation systems, such as the ones based on DDS, can connect to the middleware
layer with public interfaces and gateways.

• The middleware layer is the key infrastructure layer for data exchange, through which
each simulation system can realize mutual operation. The LSA currently selects the
data-centric DDS as the middleware to build a low-latency, high-reliability, and scal-
able communication architecture for the distributed simulation system.

• The protocol layer currently utilizes the interactive real-time publish–subscribe protocol
DDSI [24] as the underlying communication protocol for the DDS middleware.
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3. Simulation Engine and Simulation Framework

In a simulation system, the simulation engine is responsible for time stepping, op-
eration scheduling, simulation control, and data storage, which performs as the “engine”
of the whole system. The simulation framework provides a toolkit (e.g., modeling and
resource services) for developing a simulation system and usually includes independent
or tightly coupled simulation engines. With respect to the numerous works and products
related to simulation engines and simulation frameworks, we selected several typical works
to describe the relevant research progress.

3.1. Simulation Engine

According to the SMP2.0 standard, Li et al. [25] designed and implemented a sim-
ulation engine compatible with SMP2.0, which included key components such as time
management and global event management, and verified the effectiveness of their engine
through navigation applications.

In terms of the HLA engine, Ling et al. [26] treated the simulation engine as a special
federate, including a simulation scheduler, simulation controller, and data recorder, aiming
to improve the application development and simulation operation efficiency of a command
automation effectiveness simulation and evaluation system.

Unity [27] and Unreal Engine [28] (referred to as UE) are famous commercial game
engines, which have been widely used to build high-fidelity visual simulation systems.
For example, Zheng et al. [29] built a full-size high-immersion visual simulation envi-
ronment based on the Unity engine for the attack–defense confrontation of an aircraft.
For another example, Ginchev et al. [30] developed a low budget simulator of an M1A2
Abrams main battle tank based on UE4 and realized the tank’s virtual representation.

Besides commercial game engines, there are many open source engines, such as
OGRE [31], which have been used in a large number of production projects in diverse
areas, such as games, simulators, educational software, interactive art, scientific visualiza-
tion, and others. For instance, the OGRE engine was utilized by Tang et al. [32] in their
framework named TPL.Frame to tackle the existing difficulties of engineering simulation
platform development through open-source components and homemade resources.

3.2. Simulation Framework
3.2.1. FLAMES

FLAMES [6] (Flexible analysis and modeling effectiveness system) is a simulation
software framework developed by American Ternion Company in the mid-1980s, which
was released in 2001; it can provide customized weapons and equipment simulation
services for the U.S. military. As shown in Figure 5, we can develop simulation systems
conforming to the LVC architecture of the U.S. military based on the FLAMES framework.
It is capable of supporting the development of simulation systems for weapon platforms
and tactical and campaign scenarios and providing the development framework of the
equipment model, cognitive model, message model, and environment model.
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Figure 5. FLAMES-based simulation system [33].

3.2.2. XSim Studio

XSim Studio (XSIM for short) [34] is a scalable simulation framework for military sim-
ulation developed by Huaru Technology Co., Ltd. It takes the component-based modeling
and parallel discrete event simulation as core technologies and supports C4ISR system
modeling. It provides comprehensive support, such as integrated development, operation
management, and resource services at all stages of model preparation, scheme formulation,
system operation, analysis, and evaluation.

3.2.3. AFSIM

The AFSIM (Advanced framework for simulation, integration and modeling) [5] was
developed by MDS [35] and can support various mission objectives for Air Force, Navy,
and joint-sponsored initiatives. It can be utilized in the areas of multiplatform and multisen-
sor simulation for manned, UAV/UAS, and other defense platforms in conventional and
anti-access/area-denial scenarios. Its capabilities include resource management, variable
mission effectiveness, and a physics-based analysis of the sensor performance, such as algo-
rithms related to radar search, finding, fixing, and tracking and layered fusion techniques.
As shown in Figure 6, the AFSIM is characterized by a component-based architecture,
which utilizes an underlying generic component class to derive all components. This
technique allows the access of existed components via naming and can ease the addition
and removal of certain component types, which provides the means to maintain a release
version with no weapons or electronic warfare capabilities. The AFSIM is very attractive,
and many domain experts [36–38] have performed various investigations based on the
AFSIM framework.
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3.2.4. E-CARGO

There are many challenging requirements in combat simulation software, e.g., trust estab-
lishment among soldiers and commanders, highly autonomous and well-equipped individual
soldiers, and situation awareness in the simulation systems. E-CARGO (Environments—classes,
agents, roles, groups, and objects) [7] is an abstract model providing a framework for role-based
collaboration (RBC) [39] that can address the aforementioned requirements. E-CARGO can help
analyze, design, and simulate complex systems by formalizing each of them to a nine-tuple:
< C, O, A, M, R, E, G, H, s0 >, whose elements correspond to classes, objects, agents, messages,
roles, environments, groups, human users, and the system’s initial state, respectively.

• The first-class components in E-CARGO are classes, objects, groups, agents, environ-
ments, and roles. They are the fundamental structures and depict the constructions or
compositions of a complex system.

• The second-class components include messages, the initial state, and human users,
which reveal the complexity of systems. For instance, messages reflect the numerous
ways for the components to communicate, interact, coordinate, and cooperate.

E-CARGO and RBC are a good fit for simulating complex systems and have been
utilized in various scenarios [7,40,41]. For example, Zhu and Yu [42] investigated the team
management problem with the E-CARGO framework and revealed interesting conclusions
that could help decision makers understand the complexity of the assignment and choose a
pertinent path when conducting team management.

3.2.5. Comparison and Analysis

From the perspective of developing distributed combat simulation systems, we selected
four metrics (i.e., distributed ability, modularity, scalability, and generality) and performed a
general comparison among the aforementioned four simulation frameworks. Here, distributed
ability represents the ability to support a simulation on distributed computers linked via a com-
municating network; modularity measures how well the framework can be decomposed into
smaller pieces with standardized interfaces; scalability denotes how easy it is to grow or shrink
the framework with respect to the simulation model, problem size, and secondary development;
and generality describes the application’s ability to be applied to other scenarios.

As shown in Table 4, we marked a number of stars on the four selected metrics for each
software. Since we could not obtain the FLAMES, AFSIM, and E-CARGO software, the results
were evaluated according to the public information released by the relevant software developers.
Our future work includes trying to obtain the software for experimentation and verification.

Table 4. Comparison between the simulation frameworks.

Framework Distributed Ability Modularity Scalability Generality

FLAMES FFFF FFFF FFFF FFF
XSIM FFF FFFFF FFF FFF
AFSIM FFFFF FFFFF FFFFF FFFF
E-CARGO FFF FFFF FFFFF FFFFF
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We observed the following based on the results listed in Table 4:

• AFSIM and FLAMES have a very good distributed ability.
• Software modularization has become an important design principle in software engi-

neering, and all four frameworks have good modularity.
• AFSIM and E-CARGO perform relatively better than the other two frameworks.
• E-CARGO outperforms the others in generality, since it can simulate complex problems

in collaboration and complex systems.

4. Typical Combat Simulation Software
4.1. EADSim

EADSIM (Extended Air Defense Simulation) [12] is a multi-scenario simulation system
for missile and space operations, providing warfighters with an overall solution for anal-
ysis, training, and operational planning. After nearly 30 years of development, EADSIM
has become one of the most widely used simulation systems in the world. For example,
Jordan et al. [43] utilized EADSIM for high detail virtual prototyping of defensive sys-
tems, and Hong et al. [44] generated a fictitious asset-based defence scenario to illustrate
the solution-space exploration across three simulation phases.

Figure 7 shows the architecture of the EADSIM, which is divided into three parts:
the simulation setup, the run-time models, and the post-simulation analysis.

(1) Simulation setup. With the help of a graphical interface, the users can set the basic
parameters, check the parameter consistency and boundary, and generate opera-
tional scenarios.

(2) Run-time model. In the C3I decision-making process, the C3I model deals with an
entity’s command and decision making; the flight processing model is responsible
for updating the movement status of battlefield entities; the detection model simu-
lates the working condition of the sensor; and the propagation model undertakes
the simulation of network connectivity. In terms of system models, EADSIM sup-
ports operations such as air defense, air-to-ground, air warfare, electronic warfare,
and cyber warfare and can model weapons, sensors, and a battlefield environment.

(3) Post-simulation analysis. This module carries out statistical analysis on the simu-
lation data, can realize the visualization of the combat simulation process, and can
automatically generate reports such as engagement statistics, communication statis-
tics, detection statistics, etc.
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4.2. JTLS-GO

The JTLS-GO (Joint Theater Level Simulation—Global Operations) [13,45] is an inter-
active internet-enabled simulation software that models multisided air, ground, and naval
civil–military operations with logistical and intelligence support. It is frequently used as
a training support model that is theater-independent and does not require knowledge of
programming to operate effectively. Its primary focus is conventional joint and combined
operations at the operational level of war.

With respect to the evolution of its software architecture, JTLS changed from the C/S
architecture to the web-enabled architecture in 2005. Concretely speaking, the simulation
personnel can use the “interface program WHIP” and “interactive recall and playback
program” based on the web host to carry out planning preparation, simulation operation,
and result analysis.

JTLS-GO provides its functions through six models, namely force control, ground
operations, air operations, maritime operations, logistics support, and C3I.

(1) Force control. This includes command authority, relations between all parties, and en-
gagement rules. The force commander can assign operations to the subordinates
involved in the combat simulation. The participants need to determine the relation-
ship between each other. Each combat unit has a specific set of engagement rules for
different adversaries.

(2) Ground operations. The commander can set engagement rules, establish a new ground
maneuver route, and issue commands such as attack, defense, and fire support.

(3) Air operations. There are three ways to implement air operations, namely automatic
air mission command generator, manual input of instructions, and the combination
of the two methods. The air mission command generator can create task packages
composed of different types of aircrafts.

(4) Marine operations. This can simulate ship-to-ship missile attacks, naval gunfire,
amphibious attacks, regional patrol and anti-submarine warfare, air operations based
on aircraft carriers, etc.

(5) Logistics support. This includes automatic resupply, integrated supply, emergency
supply, supply transportation, force transportation, etc.

(6) C3I. The information obtained by any combat unit can be used by the whole force, so that
the commander can master the enemy situation and make a thorough and timely plan.

4.3. Fight Tonight

“Fight Tonight” [46] is a project launched by the United States Air Force Research Lab-
oratory in December 2021 and was awarded to a Raytheon BBN-led team in December 2022.
The Air Force is looking for ways to combine artificial intelligence and interactive gaming
technology to revolutionize and dramatically shorten the process of planning complex air
attack operations, namely from 36 h or more to four. The developed prototype system
will eventually be interconnected with external systems to support operational decision
making in the full scenario. It is an important feature of the project to use commercial game
technology to build an intuitive and interactive interface to improve human understanding
of the complex combat environment.

Figure 8 demonstrates the conceptual function composition of the “Fight Tonight”
project, which includes interactive plan refinement and plan gaming/outcome analysis.

(1) Interactive plan refinement. This function generates plans through resource allocation
and task priority setting, which can help users design force allocation schemes,
understand the available schemes, and evaluate the impact of priority adjustment.
The system generates a plan prototype according to the guidelines provided by users;
then, users employ the automatic analysis function to evaluate other alternatives of
the plan. At the same time, the system continues to optimize the alternatives and
improve the accuracy of the plan through calculation.
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(2) Plan gaming and result analysis. The deduction platform will provide in-depth
insights and experience for operational planning, which enables planners to ana-
lyze the expected performance and update the operational plan according to the
simulation results.
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Figure 8. Conceptional function diagram.

5. Development Trends of Combat Simulation Software
5.1. Combat Simulation Software Should Be More Intelligent

Driven by a new round of technological revolution, industrial revolution, and military
revolution, the outstanding performance of unmanned combat platforms in local conflicts
has been deeply rooted in the hearts of the people. Intelligent warfare is taking shape,
showing characteristics such as sudden outbreak, transparent environment, fuzzy space,
and system integration [47].

With regard to the advanced warfare mode with intelligence as its main feature, Eu-
rope and the USA have begun to utilize artificial intelligence (AI) technology to promote
“independent adaptation” and “independent action” of weapons and equipment. For ex-
ample, AI techniques have been integrated into existing weapon systems to improve the
autonomy of weapons and equipment in finding, identifying, tracking, and destroying
targets. Another example is to vigorously develop the unmanned combat systems so that
they can undertake reconnaissance, tracking and surveillance, target indication, battlefield
material distribution, fire attack, and other tasks on the battlefield. In terms of operational
concepts, the US military has proposed “loyal wingman”, manned/unmanned intelli-
gent cooperation, “swarm” intelligent cooperation, and other operational styles based on
intelligent UAV clusters [48].

Therefore, the combat simulation software should be deeply combined with AI technology
so as to gradually realize the intelligent combat simulation software, to simulate intelligent
weapons in the future intelligent war, and to improve the accuracy of combat simulation.

5.2. Combat Simulation Software Should Be More Suitable for LVC Systematization

Systems confrontation is the main form of current local war and future war. The LVC
integrated architecture proposed by the U.S. military is suitable for building a more complex
and realistic training scenario required for systems confrontation training. The LVC is the
best way to achieve systematic combat training and the best technical path to verify the
contribution rate of an equipment system in the future. The construction of an LVC is a
complex system project. The U.S. military implemented it in accordance with the three lines
of “L/LC”, “VC”, and “LVC”, simultaneously. For example, the U.S. military verified the
ability of the existing fighters and simulators of the U.S. military to join the LVC through
the “Secure LVC Advanced Training Environment” project [49] and applied it to the “Red
Flag” military exercise in 2018.
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In a sense, in the process of adapting to the LVC system, the combat simulation soft-
ware can learn from metaverse technologies. The metaverse is essentially an advanced
cyberspace, which is based on the digital information world, and can express the criss-
cross of reality and reality. With the influx of high-tech companies and industrial capital,
the metaverse technologies will surely achieve explosive development, which can catalyze
and accelerate the process of adapting the combat simulation software to the LVC system.

5.3. Combat Simulation Software Will Provide a Much More User-Friendly Experience

In recent years, emerging computer game rendering, extended reality, and other tech-
nologies [50] have been continuously applied to the development of combat simulation
software. With the help of 3D animation effects and real-time interactive functions, partici-
pants can experience a realistic battlefield environment through multiple senses, realize
immersive drills, and improve technical and tactical capabilities. The United States Army
has conducted a lot of work in the development of the application of a game-based sim-
ulation training system. For instance, VIRTSIM [51] is a highly immersive virtual reality
system, which can pit squads of players against each other in a realistic virtual reality com-
bat environment, and Virtual Battlespace 3 [52] can support a variety of training objectives,
including terrain reconnaissance, convoy operations, counter IED, and fire support.

On the other hand, military games [53–56] are becoming more and more practical
and perform as new platforms for combat simulation. For example, the COMMAND [53]
series game developed by Warfare Sims has been highly valued by the military and defense
agencies of many countries. It develops expansion packages based on the changing political
and military activities. For example, the “Chains of War battlefield” package is based on
hypothetical conflicts between China, the USA, and their respective allies in the future.

6. Conclusions

New equipment such as hypersonic weapons and new combat modes such as intelli-
gent unmanned combat introduce a lot of new functional requirements to existing combat
simulation software. From the perspective of software engineering, we systematically
summarized the research progress in the top-level specification and simulation frameworks
of combat simulation software. We also selected three typical combat simulation software
systems to analyze their software architectures. Combining the prospects of artificial intelli-
gence, metaverse, and other new technologies in combat simulation, we believe that the
development trends of combat simulation software are intellectualization, adaptation to an
LVC (live, virtual, and constructive) system, and a more game-based experience. Based
on a comprehensive comparison between the mentioned simulation frameworks, we state
that AFSIM and E-CARGO are appropriate candidates for developing distributed combat
simulation software.

Our future work includes two aspects. On the one hand, we will develop distributed
combat simulation software addressing the newly emerging requirements; on the other
hand, we will perform experiments on and verifications of combat simulation software.
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