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Abstract

:

The advancement of both the fields of Computer Vision (CV) and Artificial Neural Networks (ANNs) has enabled the development of effective automatic systems for analyzing human behavior. It is possible to recognize gestures, which are frequently used by people to communicate information non-verbally, by studying hand movements. So, the main contribution of this research is the collected dataset, which is taken from open-source videos of the relevant subjects that contain actions that depict confidence levels. The dataset contains high-quality frames with minimal bias and less noise. Secondly, we have chosen the domain of confidence determination during social issues such as interviews, discussions, or criminal investigations. Thirdly, the proposed model is a combination of two high-performing models, i.e., CNN (GoogLeNet) and LSTM. GoogLeNet is the state-of-the-art architecture for hand detection and gesture recognition. LSTM prevents the loss of information by keeping temporal data. So the combination of these two outperformed during the training and testing process. This study presents a method to recognize different categories of Self-Efficacy by performing multi-class classification based on the current situation of hand movements using visual data processing and feature extraction. The proposed architecture pre-processes the sequence of images collected from different scenarios, including humans, and their quality frames are extracted. These frames are then processed to extract and analyze the features regarding their body joints and hand position and classify them into four different classes related to efficacy, i.e., confidence, cooperation, confusion, and uncomfortable. The features are extracted using a combination framework of customized Convolutional Neural Network (CNN) layers with Long Short-Term Memory (LSTM) for feature extraction and classification. Remarkable results have been achieved from this study representing 90.48% accuracy with effective recognition of human body gestures through deep learning approaches.
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1. Introduction


Human-Computer Interaction (HCI) improves the relationship between humans and machines by promoting the recognition of dynamic human gestures to extract useful insights. Gesture recognition and human interaction with a computer are now becoming trending research topics, as researchers focus on recognizing and analyzing their appearance features [1]. Hand gestures are important in HCI because they are a natural mode of communication and can also be utilized for controlling devices [2,3]. More commonly, two possible ways of human interaction with surrounding objects or others are categorized as (a) glove-based with integrated sensors and (b) vision-based through detection and recognition of hand movement to classify gestures. The application of human gesture movement applies to different areas of assistance, including smart surveillance, vision-based classifiers, sign language, virtual reality, robotics, and entertainment [4].



Continuous movements of the human body are known as gestures. Manually, a person can recognize these gestures with minimal effort, but it becomes challenging when recognition has to be conducted by a machine. Human gestures include physical movements of body parts such as fingers, hands, arms, neck, and eyes [5]. In Human-Machine Interaction (HMI), hand motions are considered the most valuable and intuitive instrument compared to other body parts. In general, gestures are divided into two types: static gestures and dynamic gestures. An immovable configuration, such as a single image frame of a pose, is categorized as a static gesture. In contrast, a dynamic gesture is a sequence of images, i.e., a video of postures concerning a particular time frame. Overall, static gestures utilize a unit frame that holds slight information, so the computational cost is also tiny. On the contrary, dynamic gestures hold important information, so the computational complexity is also enormous. They are preferable for real-time applications as they contain time references and video sequences. In this research, we categorized each class based on hand gestures. For example, if a person keeps rubbing their hands and fingers, it means that person is uncomfortable. Similarly, if a person joins their hands in a video frame at some point and keeps repeating the same movement in the next frame, it means that the person is cooperative. If during an interview, a person keeps moving their hands while explaining, it means that person is confused or unconfident about their stance. If a person is using hand movements at regular intervals, it means the person is confident in their stance. Strong and decisive movements, e.g., raised fist or firm hand movements, are counted as confident gestures. In contrast, unconfident or confused gestures are more hesitant; for example, movements might be slow, haphazard, and less coordinated. Therefore, it is important to consider the full range of hand gesture cues to get a specific context [6].



Researchers have worked to propose different machine-learning methods for the detection and recognition of human hand gestures. In the scientific field of gesture recognition, hand motions include movements of thumbs, palms, and fingers for recognition, identification, and detection of the gestures [7]. Due to the small size of hands compared to other body parts, their estimation and detection are difficult, yielding excessive recognition complexity and frequent self-occlusions. Effective analysis of hand gestures is complex, given the higher performance cost. Many problems such as background, occlusion, illumination changes, color sensitivity, and light variations have been encountered in the approaches used for gesture analysis, particularly from 2-D video frames captured using digital cameras in the past few decades.



In traditional approaches, machine learning algorithms were used to conduct the recognition activity. For this process, the user had to manually design significant features, following a framework for solving problems such as hand variation in terms of varying size and lighting states. In the hand-crafted approach, feature extraction is carried out in a problem-oriented way. To create hand-crafted features in computing, the right trade-off between performance and accuracy is required. The emergence of deep learning and modern developments in computing and data resources, along with powerful hardware, has led to a paradigm shift in the field of artificial intelligence (AI) and computer vision. Recently, deep-learning-based models have been able to extract helpful information from videos implicitly, without any dependencies on external algorithms for data processing. Remarkable findings are now being obtained in various activities, including posture and hand gesture recognition.



Existing works on video content put together activity acknowledgment zeroed in primarily with respect to adjusting hand-created highlights to perform characterization [8]. This includes an underlying component recognition stage, which is then changed over completely to fixed-length highlight descriptors, trailed by characterization utilizing standard classifiers like Support Vector Machines (SVM). In any case, the analysis indicates that the best-performing highlight descriptor is dataset-dependent, and there is no general hand-designed feature that beats all others [9]. Hence, it is exceptionally helpful to learn dataset explicit low-level, mid-level, and significant-level elements, in regulated, unaided, or semi-directed settings. Since the recent re-emergence of neural networks summoned by Hinton and others, profound brain structures have become a viable methodology for extricating undeniable level highlights from information [10]. Over the last couple of years, profound counterfeit brain networks have given us cutting-edge results on various machine vision-related errands; for example, object detection, classification, and recognition [11], and localization, image and video segmentation, processing and captioning [12,13]. Primary signal situated data sets proposed for the ChaLearn 2013 Multi-Modular Gesture Recognition Challenge contained an adequate measure of deep learning policy Test Readiness for profound learning techniques [14].



Currently, automation has become a common task, thriving in the ever-changing era of technology. The unique objectives of the proposed research are as follows:




	
One of the objectives of the proposed research is to design and construct a system to analyze the profile of someone who communicates by gestures. Mainly, we focus on video sequences of moving.



	
The proposed architecture is trained and tested on a dataset of video clips collected and extracted from Web resources like YouTube.



	
Another critical objective of our approach is the design of a model to integrate different Machine learning techniques like Convolution Neural Networks (CNN) and Long Short-Term Memory (LSTM) and optimize the performance of the recognition of hand gestures.








The main contribution of the proposed framework is that it facilitates to analyze and recognize gestures while detecting hand movement. The collected dataset is taken from open-source videos of the appropriate subjects, such as criminal investigations and academic and job interviews that contain gestures relevant to multi-labeled efficacy classes. To detect these postures/movements, the system captures the video and extracts the frames containing hands with hand detection techniques, e.g., haar cascade. These extracted image frames from video streams are then processed to separate the hands’ boxes, i.e., Region of Interest (ROI), and resize the image frames containing hands only. These images are then processed further for feature extraction using a convolutional neural network trained on a collected dataset containing labeled image frames for relevant categories. The extracted features are further classified into four behavioral categories, i.e., confident, uncomfortable, cooperative, and un-confident, to predict personality based on the gesture. Another important contribution of the proposed research is that the architecture is a combination of two depth performance models, i.e., CNN (GoogLeNet architecture) and LSTM. Considered as the state-of-the-art architecture, GoogLeNet is widely used for hand action detection and recognition. And LSTM helps in classification due to its long-term learning dependency on keeping temporal information of data. So the combination of these two proved an excellent fit for our research.



Below are the significant contributions of this study:




	
First, it is a locally collected dataset from freely available open-source resources.



	
Second, the chosen domain of confidence determination in a context is unique and helps effectively understand social, academic interviews or crime investigations.



	
Third, a combination of two high-performing models, one is Customized CNN (GoogLeNet) with LSTM. The customized CNN consists of four major layers containing Conv2D and then applies a pooling in each layer for feature extraction.








The high-level features extracted through image processing methods are then analyzed to classify these features into appropriate gestures for predicting human personality while interacting with other humans or machines. The proposed framework helps diagnose a lack of confidence or any abnormality and address their psychological needs in a timely manner.



The remaining part of this paper is as follows: Section 2 describes the existing work. Section 3 provides a detailed description of the newly created dataset. Section 4 discusses hand gesture classification. Section 5 presents the proposed approach. Section 6 analyzes the results of the experimentation in this study. Finally, Section 7 draws conclusions and discusses future directions.




2. Related Work


A Human-Computer Interaction (HCI) has a few sorts of communication, and one of those is called motions [15]. One straightforward meaning of a motion is a non-verbal technique for correspondence used in HCI interfaces. The high objective of motion is to plan a particular framework that can recognize human signals and utilize these signals to pass on data for gadget control. Motions, in an augmented experience framework, can be utilized to explore, control, or cooperate with a computing machine [16]. There were several attempts to apply movement catch innovation (MOCAP) by specific photographers and creators in the 19th and 20th centuries [17]. The world of computer vision (CV) was dominated by Hand-crafted features prior to the emergence of deep learning. Feature crafting of useful information by hand was not an easy task. Zobl et al., in [18], described this method using image pre-processing techniques such as segmentation, thresholding, and background subtraction. Ryoo et al. [19] proposed relationship matching techniques to extract features based on Spatio-temporal features. For this approach, structural similarity was measured between the two videos using trajectory detection. Initially, local features were extracted by the researcher from a series of video sequences [20]. Later on, by utilizing the features of pairwise relationships, they created a relationship histogram from every video sequence. Later on, by utilizing the features of pairwise relationships, they created a relationship histogram for every video sequence. In [21], the famous SIFT descriptor was implemented for video data. The author has proposed an effective method using multi-model feature extraction for recognizing human activity [22]. Garcia et al. [23] elaborated a vision-based system for the classification of hand gestures that utilizes a combination of RGB and depth descriptors. To recognize hand movements made by UWB (ultra-wideband) radar, a fully connected neural network (FCNN) is used in [24]. Another approach presented in [24] is to use 2D CNN for extraction and gesture classification, and LSTM is used. In [25], the author proposed an infrastructure that is based on CNN and called it Hypotheses-CNN-Pooling (HCP). The model takes a random number of hypotheses segments as input, then it connects shared CNN with each of these. In the final step, max pooling is used to compute the output of all deep CNN layers connected to each hypothesis. The model reaches an accuracy of 93.25% on VOC 2012 dataset. Tao et al. [26] proposed a novel approach of a multi-task framework for object detection. The framework used multi-label classification in which the detection branch uses R-FCN method to solve the related problems. Accuracy is improved by combining the box-level and image-level features of multi-label branches. In [27], the author explains a spatially self-paced convolutional network (SSCPN) to detect change using an unsupervised approach. The method used pseudo-labels for classification and weights to reflect sample complexity.



The principal phase of the HGR framework is image division, where the hand is disengaged from its background, and the visual content is prepared for further stages [28]. Exploratory outcomes in He and Zhang [29] and Yang et al. [30] show that skin color clusters closely in various color spaces. Therefore, illumination invariance can be achieved by removing the V channel and utilizing only the H and S channels.



In recent years, significant improvement has been observed in computer vision methods due to the adoption of Convolution Neural Networks (CNNs), recurrent neural networks (RNNs), and other deep learning-based methods [31,32]. Deep learning models provide support for rotation and translation invariance, non-linear modeling capabilities, and high-level features. The use of deep learning-based models has increased significantly in research due to their ability to automatically learn feature representations, avoiding time-consuming feature engineering. Another approach for customizing temporal sequences is by using recurrent neural networks (RNNs) placed after the CNN’s last fully connected layer. The RNN can capture long-range dependencies along with temporal structure modeling. In each time slot, it shares different parameters across the network. One of the models presented in [33] for learning spatio-temporal hierarchical features from videos works by combining deep learning algorithms, i.e., CNN, BLSTM-RNN, and PCA (Principle Component Analysis), but this model is not robust. Therefore, pre-processing of data is required when providing real-world data that contains noise. A good model should be robust, i.e., its output and predictions should remain consistent to some extent, even if there is a sudden change in input. Thus, robustness is significant and has been ignored in past work [34,35].



Tsironi et al. [36] utilized the CNN-LSTM network to successfully learn and analyze complex features that vary with duration. This combination learns time-related features of each gesture to accurately classify Kendon’s stroke phase. To effectively visualize the feature maps for these features, it employs a deconvolution process to activate the original pixels of images.



A lot of work has previously been conducted on the detection and recognition of human body gestures. However, there is a need to identify hand gestures and their psychological linkage leading to personality, behavior, and actions. Table 1 summarizes existing work presented by researchers from the earliest computation and body analysis till the advancement of current techniques. Researchers begin studying the area of human gesture recognition by identifying body skeletons and movements in a real-time environment. The challenges arise due to skeletal identification, which can be overcome by analyzing the depth of video frames or images using pre-trained and simple neural networks that enhance the factor of human-computer interaction in a more efficient way.



The aim of this research is to provide the classification of human gestures based on their hand position and movement from video clips using CNN and LSTM to analyze their behavior. For this purpose, we obtained regions of interest containing hands cropped from the image frame for extraction of hand position features. These features are then classified into four categories of behavior using LSTM that classify the feature measures from customized CNN. This is the most important component in human-machine interaction, and it is also the most complex one since it is hard to read someone’s emotions. It can help in different fields like psychology to determine the body language of a person in a criminal investigation.




3. Collected Data-Set


Gesture recognition is crucial for many multi-modal association and computer vision applications. In order to detect body gestures and hand movements from video clips, we need to extract features of human hands captured in various scenarios. These videos include humans communicating with others to convey their points of view. We targeted to collect videos from various internet sources, including YouTube and other social media platforms.



After collecting these videos, we extracted high-quality frames from the original video clips containing the human body. These frames were then further processed to extract and annotate the hand position and gesture respectively in each image frame for the purpose of feature extraction using various deep-learning techniques. We targeted to classify human actions into four major categories, so we needed to capture features based on these categories or classes.



A total of 10,000 images were extracted from different videos containing various hand positions. The processing of these videos led to 4000 images that were categorized according to the required quality. The targeted categories of human gestures, after obtaining their hand position features, include uncomfortable, confident, cooperative, and unconfident/confused. We categorized a person’s state based on their hand gestures. Figure 1 shows various human gestures in different scenarios that were captured to analyze human confidence levels based on their hand position and movement. Additionally, the collected dataset is fully balanced according to these categories, as shown in Table 2.




4. Hand Gesture Classification


The proposed research detects and extracts the hidden features of human hand pose and their impact using various deep learning feature extraction techniques. The system captures the video and processes digital frames containing a person with appropriate quality. In addition to this, these extracted frames are processed to classify human gestures into multi-class categories based on the hand’s position. The process of feature extraction using deep learning techniques is shown in Figure 2.



The system process videos to transform them into a sequence of image frames for pre-processing. These frames are then processed for key-frame extraction which contains humans as an object. After the detection of a human object, the system takes those frames and identifies the region of interest (ROI) while processing it through human hand detection using the object detection method. Based on extracted coordinates of the human hand region, the original frames were resized in such a manner that they should contain regions of the human hands that incorporate precise recognition of human gestures. For feature extraction of the image frame, these resized images are provided as inputs to the customized convolutional neural network layers to do feature extraction.



The features are extracted through a customized deep-learning method. These features are processed using the long short-term memory (LSTM) method for the classification of human hands posture and movement position into multi-class categories. These categories include confident, uncomfortable, cooperative, and confusion, based on various positions of hands joint and finger directions.




5. Proposed Architecture


The proposed model is actually the integration of various modules of computer vision for the recognition and classification of human hand gestures. The model can judge the human psyche and classify the personality of the individual. Figure 3 presents the detailed architecture of the proposed research which takes the input video stream and processes it in a sequencing manner such that it generates a multi-class classification of the human confidence state using deep learning techniques. Performance metrics applied are Accuracy, Precision, and F-score. Deep learning approaches are end-to-end learning that automatically learns the hidden rich features and thus perform better in various computer vision tasks. The natural hierarchical structure of human activities is an indication of three-level categorization.



In this proposed research, there are some major modules that are listed below.



	
Visual data pre-processing



	
Frame extraction contains human object



	
Frame resizing according to human hand’s region



	
Feature extraction and deep learning method learning



	
Gesture classification through classifier.






Video pre-processing consists primarily of data cleaning, smoothing, and grouping. The image frames extracted from the input video stream are resized to 400 × 400 because input images may be higher in size, which takes more processing and storage space. Resizing is required to normalize all images at the same resolution.



To recognize a human gesture, it is required to extract those video frames which contain human objects. The system takes the video input, detects a human object, and extracts these frames while removing extra frames that do not contain the human object. To make the gesture detection invariant to the picture scale, the image of the detected human hand is resized to 200 × 200. Extracted frames after human detection are processed to identify the area of interest containing human hands. These extracted images contain single or both hands based on the quality of extracted frames. These sequences of images are fed to the convolutional layers, which extract various features of the human hands. For the purpose of designing and developing neural networks for human detection, CNN is a regularized version of a multi-layer perceptron.



A modified GoogleNet CNN architecture is being used. The input is a series of three continuous frames that help determine whether the entity is human or mannequin-like. As a result, each frame in the input stack has its own CNN layers. The extracted or output features of the CNN layers are concatenated and fed into the fully connected network. The images are classified with the help of the softmax activation layer.



For mathematical interpretation of the above let input = i and C1, C2, C3 and C4 are the 4 convolution and Maxpool layers of CNN. Given that i is fed to C1:


  i → C 1  











Let On be the output on Cn, then:


  i → C 1 = O 1  











Output of   C ( n − 1 )  , i.e.,   O ( n − 1 )   is the input of   C ( n )   given that   ( 1 < n < 5 )  , therefore:


  O 1 → C 2 = O 2  











Similarly,


  O 2 → C 3 = O 3  










  O 3 → C 4 = O 4  











Given that O4 is the input vector to be fed to next layer of LSTM, let L and V be the vector output from LSTM layer Cl be the final class label:


  ∴ O 4 → L → S o f t m a x ( V ) = C l  











Architecture of Customized Neural Network


In the proposed paper, we customized the layers of neural networks to reduce the possibility of overfitting and underfitting, resulting in better visualization outcomes of input images. To avoid overfitting, we used two dropout layers, one after the pooling layers and the other after the fully connected layer. The architecture of the customized CNN-LSTM is based on four major layers, which contain Conv2D layers that up-sample the image size and then apply pooling in each layer for feature extraction. After processing through these four convolutional layers, we apply the flattened layer. The processed images take 256 pixels with a dropout rate of 0.5. Lastly, we use the softmax activation function for the CNN-LSTM model. Softmax transforms a vector of numbers into a vector of probabilities, with the probabilities of each value proportional to the vector’s relative scale. After processing through CNN, the system takes the visual features for processing through LSTM to classify the categorized label into four major categories: confidence, cooperation, uncomfortable, and unconfident. Figure 4 shows the implementation of the customized CNN.



The model in Figure 5 consists of an input layer which includes a frame of 150 × 150 × 3 dimensions. It also includes an output layer that states a class label to represent confidence state of a person. In between these two the model has several time distribution layers with four Conv 2D layers each followed by a maxPool 2D layer, further followed by a flatten, LSTM and a dense (softmax) layer.





6. Experiments & Results


The purpose of this research is to provide an effective framework for the detection and recognition of various human gestures that people perform while communicating with others. Before training our model, we divide our dataset into a training and a testing dataset with the ratio of 70% and 30%, respectively. After splitting the dataset, we have a total of 2817 images in the training dataset and 1208 images in the testing dataset. The dataset contains four categories for classification; therefore, for each class, Table 3 shows the result of evaluation metrics of the training dataset.



Table 3, shows the results in terms of Precision, F-measure, Recall, and Support for each category. Due to unbalancing of the dataset, confidence achieves highest results whereas the uncomfortable class presents lower results than the other categories. The reason is that, when a class has an imbalanced dataset, then the model will have a slight bias for the class with the maximum number of samples due to unequal misclassification costs. However, the accuracy of this framework collectively is 90.48%, which represents better results compared to existing frameworks. The Confusion matrices represented in Figure 6 for the training data shows the predicted and expected outcomes.



The proposed architecture is validated by the results shown in Table 4 corresponding to the testing data: Precision, Recall, F-measure, and Support; whereas Figure 7 presents the Confusion matrices for testing the visual data.



The experimental study involves the comparison of customized neural network + LSTM architecture with the existing pre-trained models, including K-nearest neighbor(KNN), Naive Bayes, SVM, VGG-19 on the collected dataset which shows the leading accuracy of the proposed architecture. In Table 5, the comparison of accuracy, precision, f-measure, and recall is presented with the proposed architecture.



Figure 8 shows the comparison of Accuracy, Precision, Recall, and F-measure for overall results of human-emotion-recognition based on gesture classes. While Figure 9, Figure 10 and Figure 11 indicate the comparison of these evaluation metrics based on four different gesture classes.



Although CNNs perform well in image classification tasks by learning spatial feature hierarchies from raw data, they do not perform well in sequence data as they do not learn temporal dependencies. Since our model takes images extracted from videos as input, a combination of CNN and LSTM performs better in our case. In real-life scenarios, our model can be used to detect the confidence of a person, learning both spatial and temporal dependencies during training. The VGG-19 model shows slightly better precision for the uncomfortable and unconfident classes than our proposed model. However, our model has significantly fewer parameters than VGG-19 and performs better overall. While VGG-19 has a slightly better recall for the uncomfortable class, the difference is negligible, and our model performs better in the other three classes compared to VGG-19.




7. Conclusions


In this paper, we developed a locally collected dataset after annotation and augmentation. 70% of the dataset is reserved for training purposes, and 30% for testing. A total of 100 epochs are used for training purposes. The former trains the customized CNN combined with LSTM, acting as a compound framework for feature extraction and classification, whereas the testing dataset evaluates the proposed method, achieving better results.



To evaluate the current study, we used various metrics: Accuracy, F-measure, Recall, and ROC for each class related to confidence. The accuracy of the customized CNN & LSTM is validated through testing images, achieving a rate of 90.48% with a precision rate of 90.46%. The results show that the system achieved satisfactory performance under variable conditions. After studying and analyzing the effective outcomes, there is an improvement in facilitating human gesture recognition from visual content.



Future research directions will explore the hidden perspective of emerging trends:




	
Detect gestures from a complex background which contains multiple objects and variant colored background.



	
Enhance the number of human gestures for effective interaction, visualization, and estimation of particular contextual activities.



	
The system can be extended by video and image sequence processing.



	
Applications can be diverse considering different scenarios such as educational activities, and official working for automatic recognition.








In this research, after studying and analyzing the effective outcomes, it is evident that there is still room for improvement in facilitating human gesture recognition from visual content. Future research directions should be suggested to explore the hidden perspectives of emerging trends.
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Figure 1. Developed Dataset from Captured Video Clips. 
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Figure 2. Implementation Pipeline for Hand’s Gesture Classification. 
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Figure 3. Proposed architecture for Human Gesture Classification. 
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Figure 4. Architecture diagram of proposed CNN model. 
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Figure 5. Block diagram of proposed model. 
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Figure 6. Training Data Confusion Matrix. 






Figure 6. Training Data Confusion Matrix.



[image: Applsci 13 05567 g006]







[image: Applsci 13 05567 g007 550] 





Figure 7. Testing Data Confusion Matrix. 
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Figure 8. Evaluation Metrics Comparison with Proposed Method. 






Figure 8. Evaluation Metrics Comparison with Proposed Method.



[image: Applsci 13 05567 g008]







[image: Applsci 13 05567 g009 550] 





Figure 9. Precision comparison. 
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Figure 10. Recall comparison. 
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Figure 11. F-Measure comparison. 
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Table 1. Comparison of Related Studies.
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Category

	
Ref.

	
Type of Camera

	
Methods

	
Algorithm

	
Results

	
Application Area






	
Skeleton Extraction

	
[37]

	
Kinetic Camera

	
Euclidean distance and geodesic distance

	
Extract Skeleton Pixels

	

	
Real-time Hand Tracking




	
[38]

	
RGB Video Sequence

	
Laplacian-based contraction

	
Skeleton Classifier

	
80%

	
Gesture Recognition and Sign Language




	
[39]

	
Real sense depth camera

	
Analysis of Depth and Skeleton Extraction

	
SVM with Linear Kernal

	
88.24% and 81.90%

	
Hand Gesture Application




	
[40]

	
Kinect V2 Camera

	
Analysis of Depth Metadata

	
SVM

	
95.42%

	
Hand Gesture Recognition




	
[41]

	
Digital Camera

	
YUV and CAMShift Algorithm for skin and movement feature extraction

	
Naive Bayes Algorithm

	
97.64%

	
Human and Machine Interaction Framework




	
Depth analysis

	
[40]

	
Kinet Camera

	
Threshold and near convex shape

	
Finger earth mover distance (FEMD)

	
93.9%

	
Human Computer Interaction (HCI)




	
[42]

	
Kinect Videos

	
Analysis of depth and infrared Images

	
Convex hull detection algorithm

	
96%

	
Human Robotic Interaction with Natural Influence




	
[43]

	
Kinect Videos

	
Otsu’s global threshold Extraction

	
KNN Classifier and Eucladien Distance

	
90%

	
Human Computer Interaction (HCI)




	
[44]

	
Kinet Camera

	
Threshold ranging analysis

	
Distance from device and shape based matching

	

	
hand rehabilitation system




	
[16]

	
Kinect Videos

	
Integration and Processing of RGB and depth Information

	
SURF and Forward Recursion

	
90%

	
virtual environment




	
[45]

	
Kinect Videos

	
Skeletal data processing and segmentation

	
SVM and Artificial Neural Network (ANN)

	
SVM 93.4% and ANN 98.2%

	
American Sign Language




	
[46]

	
Videos streams

	
range of detected hand and their depth analysis

	
KNN and Euclidean distance

	
88%

	
Control of Electronic Home Appliance




	
3D CNN Model

	
[47]

	
RGB Camera

	
Detect and Predict Hand position and joints

	
Single shoot neural network

	
94%

	
Understand Human Behavior and Object Interaction




	
[48]

	
Depth Sensor Camera

	
3D hand pose estimation

	
Pose Estimation neural network

	
83%

	
design hand pose estimation using self-supervision method




	
[49]

	
RGB-D Camera

	
Direct feed to single RGB-D Camera

	
Train system with full supervision

	
86.53%

	
Understand Handshape and movement analysis




	
[50]

	
Kinect V2 Camera

	
Segmentation Mask and Body Tracker

	
Customized Machine Learning Method

	
76%

	
Interaction with Machine or Augmented World




	
[51]

	
Depth images

	
Predict heat maps of hand joints in detection based model

	
dense feature maps throughintermediate supervision in regression-based framework

	

	
HCI and Human Interaction with Machine




	
Deep Learning

	
[52]

	
Mobile Camera (HD and 4K)

	
Feature Extraction by CNN

	
Adapted Deep Convolutional Neural Network (ADCNN)

	
Testing Acc: 99%

	
HCI for people suffered with Injuries




	
[53]

	
webcam

	
Skin color detection, background subtraction and feature extraction

	
Deep Convolutional Neural Network

	
95.61%

	
Smart home appliances




	
[54]

	
RGB Camera

	
Processing of images and direct feed to pre-defined method of CNN

	
Deep Convolutional Neural Network

	
Simple Background: 97.1% and Complex Background: 85.3%

	
Smart Electronic Devices




	
[55]

	
Kinect

	
skin color modeling combined with convolution neural network image feature

	
convolution neural network and support vector machine

	
98.52%

	
Human Computer Interaction and Behavior Analysis











[image: Table] 





Table 2. Developed Dataset Statistics and Distribution of Images for Training and Testing.
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	Classes of Human Gesture
	Training
	Testing
	Total Instances per Class





	Confidence
	814
	368
	1182



	Co-operation
	841
	352
	1193



	Uncomfortable
	567
	248
	815



	Un-confident
	595
	240
	835



	Total
	2817
	1208
	4025










[image: Table] 





Table 3. Training Data Result for Human Gesture Classification.
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	Gesture Class
	Precision
	Recall
	F-Score
	Support





	Confidence
	96%
	92%
	94%
	814



	Cooperation
	95%
	94%
	95%
	841



	Uncomfortable
	88%
	90%
	89%
	567



	Unconfident
	93%
	97%
	95%
	595
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Table 4. Testing Dataset Result for Human Gesture Classification.
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	Gesture Class
	Precision
	Recall
	F-Score
	Support





	Confidence
	92%
	93%
	93%
	368



	Cooperation
	91%
	90%
	91%
	352



	Uncomfortable
	87%
	85%
	86%
	248



	Unconfident
	90%
	93%
	92%
	240
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Table 5. Comparison Results with Other Machine Learning Methods.
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	Machine Learning Method
	Accuracy
	Precision
	Recall
	F-Score





	KNN
	79%
	81.5%
	81.75%
	81.25%



	Naives Bayes
	43%
	37.5%
	50.5%
	35.75%



	SVM
	67%
	50.5%
	69.3%
	70%



	VGG-19
	86%
	89.3%
	87.75%
	88.5%



	Proposed Method (CNN + LSTM)
	90.5%
	90.46%
	90.48%
	90.46
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