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Abstract: To reduce carbon emissions in the atmosphere, the utilization of renewable energy sources
has been on the rise. However, as their integration level increases, grid system operators require
higher performance of the frequency response service for renewable energy sources, especially wind
power generators (WPGs). Conventional frequency control schemes release kinetic energy depending
on the fixed and adjustable gains in the system difference loop between the standard and current
system frequency; however, these conventional schemes cannot provide frequency support outside of
the rotor’s speed operating region. In this work, a frequency regulation support strategy employing
a WPG and lithium-ion battery based on an adaptable power reference is implemented. This is
accomplished by assigning different roles to the WPG and battery. As the primary frequency control
support, the WPG uses a frequency deviation loop with adaptable gain which depends on the speed
of the rotor and the difference in frequency. Additionally, to assist with the frequency control support,
the battery operates based on its state-of-charge (SOC) and rotor speed of the WPG. For investigating
the capability of the suggested technique, an IEEE 14-bus system is employed. Qualitative wake effect
analysis is further presented in the study to determine the feasibility of the proposed approach which
consists of the hybrid WPP–battery system for frequency regulation. The main limitations of this
study and further research studies that can be performed in the future to improve the performance of
the proposed technique are presented. The scenario study results show that the minimum frequency
point during a synchronous generator trip obtains a higher value than conventional ones in the
suggested strategy by releasing more stored energy from the WPG and the battery.

Keywords: frequency control; rechargeable energy storage system; kinetic energy; wind power
generators; adaptive power reference

1. Introduction

Ensuring the stability of an operating grid system that includes high integration levels
of wind power generation is a crucial challenge because of the unpredictable fluctuation
of wind as an alternative energy source [1–3]. Furthermore, the inertia of the system
has declined owing to the performance of the maximum power point tracking (MPPT)
mechanism by dynamic speed wind power generators (WPGs) [4–6]. Variable-speed
WPGs operated with MPPT control do not react to the frequency control support of a
system in case any fault occurs within the electrical power network [7]; thus, challenges
arise in maintaining the frequency of the grid system within a constricted range when
the integration level of the wind power increases [8,9]. To reduce these problems, a
frequency control support scheme is required for a WPG operating within a grid system. To
incorporate traditional frequency control techniques in a power system, the MPPT control
loop is accompanied by a supplementary control loop [10–13]. There are two groups of
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traditional frequency control techniques. The techniques include one which uses a fixed
gain and the other which uses a variable gain. The authors in [14] proposed a releasable
kinetic-energy-based inertial control system strategy to increase the frequency nadir by
utilizing the releasable energy in a WPG. To achieve this frequency control, two additional
loops for the inertial control are implemented in each DFIG controller: the rate of change of
frequency and droop loops. In [15], to control wind farms providing a primary frequency
response, synthetic inertia with a novel frequency-dependent multi-gain droop control
approach is proposed. For comparison, a proportional and proportional–integral-type
pitch angle controller is combined with the suggested multi-gain droop control. The
simulation results demonstrate that the suggested multi-gain droop control system can
provide the best frequency control performance. A novel virtual inertia control technique
for wind turbines to enhance the rotor angle’s first swing stability in the power grid is
proposed in [16]. The stability of the power grid’s frequency and rotor angle features
that are closely related to the inertia can be improved by controlling their variables. The
study of [17] suggests a rotor-speed-based frequency–droop control technique for wind
turbines. The major frequency regulation employed by the wind turbine is accomplished by
modifying its power tracking curve rather than by adding droop control signals to the wind
turbine’s power tracking reference, and the proposed control system is unaffected by rotor
deceleration. The varying control method gains are accepted for the frequency deviance
and rate of change of frequency (ROCOF) loops which are the supplementary control
loops used as the frequency control technique. In [18], the primary frequency control
loop was incorporated into the ROCOF loop. During the primary frequency response, the
supplementary power is generated by using the ROCOF loop to prevent severe frequency
drop; however, its magnitude decreases over time. Furthermore, the ROCOF loop causes a
negative impact after the frequency recovery. The authors in [19] proposed a fast-frequency
control technique for converter–interface energy storage systems. The approach optimizes
the performance of the controller by combining droop and ROCOF regulation channels.
The suggested technique enables full control of the storage device during both the inertial
response and the primary frequency control periods. To control for system frequency
violations caused by unforeseen events, a unique dynamic model is developed which
incorporates large-scale wind farms and utility-scale batteries with frequency-sensitive
active power reference schemes [20]. The power electronic interface model, its related
control loops, and a brand-new controller based on fuzzy logic are also included in the
proposed frequency control model. The combined wind–battery system can estimate the
active power mismatch that results from a contingency or trip, determine the ensuing
frequency variations, and then deliver a fast-frequency response robustly and reliably
to arrest the aforementioned frequency distortions thanks to the proposed fuzzy-logic-
based controller and a wash-out filter. The frequency support of a WPG with the ROCOF
was enhanced by employing model-free control and rotor speed control and envisaging
synthetic inertia and primary frequency response support from WPGs to overcome the
demerits of the conventional ROCOF loop [17,21,22]. The supplementary power generated
by the frequency deviation loop is proportional to the difference between the standard
and current frequency of the system; thus, after the frequency nadir, additional generated
power adds to the undesirable influence of the ROCOF loop. However, the performance
of the ROCOF loop is affected by noise components. Consequently, in [23], the frequency
control technique utilizes the frequency deviation loop. The performance of the frequency
control technique can be enhanced by increasing the gain; however, the WPG then becomes
susceptible to operational instability outside of the rotor speed operating region. Thus, a
relatively small value for the fixed gain is chosen. To increase the minimum point of the
frequency, a frequency deviation loop with an adjustable gain was suggested while the
operation stability of the WPG is maintained [14]. The rotor speed of the WPG determines
the variable gain in this technique, thus ensuring stable operation when a large generator
fault is experienced. Since in the low-rotor-speed region the stored kinetic energy of the
WPG is insufficient and cannot perform frequency control, the conventional schemes show
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low performance to maintain the frequency at the above condition. An additional device,
such as a supercapacitor, flywheel, or battery, is thus required to assist in the frequency
response of a WPG.

As seen from the above related studies, further research is required combining battery
model systems and WPGs, and to improve the minimum point of the frequency during a
frequency drop, this paper suggests the following contributions:

• A frequency control support technique based on an adaptable power reference com-
prising a WPG and a battery is implemented. The battery and WPG are assigned
different rules in the frequency control service to accomplish this control.

• The suggested frequency control technique incorporates a supplementary control
loop used in combination with the MPPT control loop which relies on the frequency
difference. The speed of the rotor and the frequency determine the gain to increase the
minimum frequency and ensure that the WPG operates in a stable condition.

• In the low-rotor-speed region, the battery improves the operational stability of the
WPG. This is accomplished by determining that the power of the battery operates
depending on its state-of-charge (SOC) and the WPG’s rotor speed.

• An IEEE 14-bus system with two wind power plants (WPPs), doubly fed induction
generators (DFIGs), a battery with a 5 MWh capacity, five synchronous generators,
and specified loads using the EMTP-RV simulator are used for the analysis of the
suggested technique.

The remainder of this study is organized as follows: The control systems of the
DFIG and battery system are presented in Section 2. The conventional frequency control
support techniques and suggested frequency control support techniques in the wind power
generator–battery system are presented in Sections 3 and 4, respectively. The model system
employed in this study is presented in Section 5. In Section 6, scenario studies are presented
with their respective results for the suggested technique compared with the conventional
approach. Additionally, a qualitative feasibility analysis of the wake effect in the wind farm
is presented considering the Jensen wake model. The conclusion with further remarks;
the main limitations of the study; and possible future studies to improve this study are
presented in Section 7.

2. DFIG and Battery Control System
2.1. DFIG Control System

A DFIG, as seen in Figure 1, is made up of mechanical power, the two-mass shaft,
pitch control models, the rotor-side converter (RSC), and the grid-side converter (GSC). The
RSC and GSC are expressed in reference frames where the space vector of the DFIG stator
voltage is lined up with the q-axis [24]. It should be noted that the reference frames for
the DFIG model, RSC, and GSC controls are all aligned with the voltage of the stator. The
controls of the converter can then be incorporated with the DFIG in a similar dq reference
frame. The RSC and GSC are linked by a dc-link capacitor. The active and reactive power
on the grid point are regulated by the RSC controller and the GSC controller adjusts the
dc-link voltage (VDC) and ensures a unity power factor [24].

The mechanical power (Pm) is illustrated as follows:

Pm = ρ
2 Acp(λ, β)v3

w

λ =
ωt

√
A
π

vw

(1)

where ρ, A, cp, λ, β, vw, and ωt represent the density of air, the area covered by the rotor
blades, the power coefficient, the tip/speed ratio, the pitch angle, the wind speed, and the
angular wind of the turbine, respectively. In [25], cp is illustrated as follows:

cp(λ, β) = 0.645
[
0.00912λ + e−21λi{−5− 0.4(2.5 + β) + 1116λi}

]
(2)
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where λi =
1

λ+0.08(2.5+β)
− 0.035

1+(2.5+β)3 . In this investigation, β = 0◦, and the maximum cp

and optimal λ are selected to be 0.5 and 9.95, respectively. In addition, a drivetrain system
is designed to model the dynamic operation of the wind power turbine and doubly fed
induction generator, as shown in Figure 2 [26].
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A two-mass shaft model is denoted by the following:

2Ht
dωt
dt = Tt − Ksθs − Ds(ωt −ωr)− Dtωt

2Hg
dωr
dt = Ksθs − Ds(ωt −ωr)− Dgωr − Tg

dθs
dt = ω(ωt −ωr)

 (3)

Ht and Hg denote the inertia time constants of a wind turbine and the generator mass,
ωt and ωr are the angular speeds of a wind turbine and the generator mass, Tt and Tg
represent the electrical torques of a wind turbine and the generator mass, and Dt and Dg
denote the damping constants of a wind turbine and the generator mass [26,27].

In addition, the shaft stiffness coefficient (Ks), the damping constant of the shaft in
per-unit (pu) (Ds), the torsional twist angle in radians (rad) (θs), and the base value of the
angular speed (ω = 314 rad/s) are represented accordingly [26,27]. θs indicates the measure
of the mechanical stress from the speed difference between the shaft [24,25]. The values
chosen for the parameters in this work were Dt = 0 pu, Ds = 1.5 pu, Dg = 0 pu, Ht = 4 s,
Hg = 1 s, and Ks = 1.25 pu. The MPPT control reference (PMPPT) was set as in Equation (4)
to maximize the power output as in [27,28]:

PMPPT =
1
2

cpmaxρπR2

(
ωrR

λoptimum

)3

= kgω3
r , (4)

where kg is a constant expressed as in Equation (5), set as 0.512 in this investigation.

kg =
1
2

cpmaxρπ
R5

λ3
optimum

(5)

R is the radius equal to the length of the turbine blades, cpmax is the maximum power
coefficient attained when the pitch angle of the blade system is (β = 0◦), and λoptimum is
the optimum tip/speed ratio that achieves the cpmax. A pitch angle controller, as shown in
Figure 1, ensures that the rotor speed (ωr) does not surpass the maximum operating limit
(ωmax). Furthermore, the pitch angle controller rate is set as ±10◦/s and the angle limiters
are set as 30◦.

Figures 3 and 4 show the power–rotor speed and the power–wind speed curves of a
DFIG, respectively. During the low-wind-speed condition, the control purpose is to ensure
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that the operating point follows the maximum power point tracking limit and attains the
maximum wind power. The rotor speed attains the limit and maintains the maximum
as the wind speed increases [27,29]. During the high-speed condition, the wind power
tracking efficiency is reduced by regulating the pitch angle so that the DFIG power output
is maintained at the rated active power.
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Furthermore, as seen in Figure 4, in the low-speed region (vw < 5 m/s), the speed of the
rotor is maintained at ωmin; thus, during any frequency drop, the DFIG cannot respond by
supplying the rotational kinetic energy. At the center speed region (5 m/s ≤ vw ≤ 11 m/s),
the DFIG operates in the maximum power tracking condition to exploit the efficiency of
the wind power being captured. The fast-frequency response is attained by delivering
the rotational kinetic energy. In the high-speed mode (11 m/s < vw), the DFIG power
output is limited by the converter capacity, and no extra power can be generated; thus, the
fast-frequency response action cannot be performed by the DFIG.
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2.2. Battery System Model

The battery is modeled as being ideal with a 5 MWh capacity. To investigate a grid
system with a high-capacity battery, the battery model is assumed to be a series cell-
connected configured battery pack [30]. When the battery operates in such conditions, its
voltage curve has a non-linear form due to electrochemical characteristics such as electrolyte
resistance and charge transfer resistance which causes overpotential [31]. From this point
of view, the non-linear voltage curve changes in two steps when the current flows through
the battery after enough rest time for eliminating the overpotential factors characterized as
the open-circuit voltage (OCV) condition [31]. In the first step, the battery voltage drops
suddenly, and which can be directly used to calculate the ohmic resistance. From Ohm’s
law, the resistance (Rbattery) is defined as the difference between OCV and dropped voltage
divided by current [31–33]. In the second step, after a sudden voltage drop, the battery
voltage draws an exponential decrease form resulting from the charge transfer reaction and
ionic diffusion. The exponential voltage curve can be designed with a resistor and capacitor
parallel connection. The beginning and end voltage in the exponential curve indicate
resistance (R1) as being the same as in the first step of non-linear voltage curve’s change
and the degree of exponential change is set by the time constant [34]. In the resistance and
capacitor parallel connection, the time constant is defined as one product between resistance
and capacitance. In this study, an ideal battery system is applied; thus, 5 MWh can be used
whenever the system needs energy from the battery system. Therefore, capacitance (C1) can
be calculated from the time at 63.2% voltage variation. As seen in Figure 5, the lithium-ion
battery electrical circuit model is composed of a series resistor and a parallel resistor, as
well as a capacitor combination. The battery-model-related equation can be expressed as
in Equation (6). This model is composed of a voltage source (E0) representing the OCV
dependent on the SOC, an ohmic resistor modeling the internal resistance (Rbattery), and an
RC network (R1C1) that describes the diffusion phenomena. For this investigation, Rbattery,
R1, and C1 were assigned values of 0.12 Ω, 0.09 Ω, and 473.89 F, respectively.

Vbattery(t) = E0(SOC(t))−V1(t)− Ibattery(t)Rbattery.
V1(t) = − 1

R1C1
V1(t) + 1

C1
Ibattery(t)

(6)
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3. Conventional Frequency Control Support Techniques

As this paper mentioned above, supplementary control loops which depend on the
frequency deviation loop and the ROCOF were proposed to control the frequency. Never-
theless, the ROCOF loop is subjected to noise components as a result of the measurement of
the system frequency. Furthermore, the output of the ROCOF loop negatively contributes
to the frequency control support until the frequency returns to the standard value after
the frequency recovery. This is because the output of the ROCOF loop becomes negative
during this period; thus, the suggested techniques adapt the frequency deviation loop only.
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This section concisely explains the features of two traditional frequency control techniques:
Technique I and Technique II, respectively, using fixed gain in [23] and variable gain in [14].

3.1. Technique I Employing the Fixed Gain

Figure 6 illustrates a typical frequency regulation technique of a DFIG system that
applies a droop gain. The RSC controller is indicated on the right side. In [23], the sum of
the maximum power point tracking power and the output power of the frequency deviation
loop (∆Pa) results in the reference power (Pref) of the frequency control loop, as seen below:

Pre f = PMPPT + ∆Pa (7)
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When a frequency disturbance occurs, ∆Pa sets a positive value and it leads to increas-
ing Pref. ∆Pa is defined as follows:

∆Pa = −
1

R0
( fsys − fnom) (8)

where fsys and fnom are the current frequency of the system and the nominal frequency,
respectively; R0 is the fixed gain, set to 25 in this investigation to attain the operational
stability of the DFIG near the minimum rotor speed [35]. After obtaining Pref, the rate limiter
and power limiter set the order of the RSC controller considering the DFIG performance.
In Figure 6, the rate limiter considers the mechanical stress on a drivetrain of a DFIG and is
set to 0.45 pu/s, and the limiter is set to the minimum value of the power limit and torque
limit of a DFIG with the rotor speed. This typical strategy inevitably adopts a small gain
for this reason. Thus, Technique I provides a limited contribution to the frequency control
support due to the relatively small value assigned to the frequency deviation loop gain
despite the sufficient kinetic energy stored up in the rotating masses. Technique II modifies
the frequency deviation loop gain with kinetic energy. The next subsection explains the
characteristics of Technique II.

3.2. Technique II Employing the Variable Gain

To increase the performance of the frequency regulation of a WPG with stable op-
eration, Technique II suggests an adaptable gain that is established on the WPG’s rotor
speed [14]. Technique I using fixed gain, which is enclosed in the blue dotted line as shown
in Figure 6, is replaced by Technique II using variable gain. Furthermore, Technique II
adopts the frequency deviation loop to compensate for the ROCOF loop. In Technique II,
the variable gain AG(ωr) is relational to the releasable kinetic energy (∆E) delivered by the
WPG, illustrated as follows:

AG(ωr) ∝ ∆E (9)

∆E =
1
2

J
(

ω2
r −ω2

min

)
(10)
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AG(ωr) =

{
C
(
ω2

r −ω2
min
)

for ωr < ωmin
C
(
ω2

max −ω2
r
)

for ωr ≥ ωmax
(11)

where J represents the rotor moment of inertia and C is a proportional constant chosen to
be 200. C can be determined by the droop at the maximum rotor speed, as seen below:

C =
1

Rmax
(
ω2

max −ω2
min
) (12)

where Rmax denotes the droop at the maximum rotor speed of DFIG (ωmax). To apply
AG(ωr), the power system can be enhanced to consider the aspects of the frequency nadir
when a disturbance occurs.

In Equation (10), AG(ωr) obtains the bigger gain when the WPG has enough kinetic
energy (Ke); on the other hand, AG(ωr) has zero value at the bottom of the rotor speed to
keep the operation of the WPG stable. Technique II, however, can only help the frequency
control within the bounds dictated by the releasable kinetic energy. Figure 7 shows the
illustration of Technique II using the variable gain in which Ke and Ro are adjusted depend-
ing on the releasable kinetic energy. In the ROCOF loop, a first-order low-pass filter is used
to remove the noise features in the measured frequency. Additionally, the rate limiter and
the maximum limiter are utilized to obtain accurate results, where the rate limiter which is
set to 0.45 pu/s [14] takes into consideration the mechanical stress on the DFIG’s drivetrain,
and the maximum limiter is set to the DFIG’s minimum value of the power and torque
limits.
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4. Suggested Frequency Control Support Technique in the Wind–Battery System

The goal of the suggested technique is to increase the minimum point of the system
frequency, although the WPG has insufficient available kinetic energy within the rotor
circuit. To accomplish this aim, the suggested frequency control support technique is
divided into two control functions:

(1) The WPG predominantly releases kinetic energy to the grid system when the syn-
chronous generator trip occurs.

(2) The battery supports the WPG as the auxiliary control system. Hence, the overall
power output is adaptable and dependent on the SOC of the battery, frequency
deviation, and rotor speed.

Figure 8 depicts the structure of the suggested frequency control support technique in
the wind–battery system.
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4.1. Frequency Control Support Technique

The summation of the output power of the WPG (PMPPT + ∆P) and the battery (Pref_B)
equals the total output power (Ptotal) as follows:

Ptotal = PMPPT + ∆P + Pre f _B (13)

Figure 9 displays the suggested frequency control support technique in the WPG and
battery system that applies the adaptable gain of the frequency deviation loop. The variable
gain for K(ωr, ∆f ) is dependent on the speed of the rotor (ωr) and the change in frequency
(∆f ). A 3D space plot of the variable gain for K(ωr, ∆f ) is seen in Figure 10, and Figure 11
depicts the resultant output ∆P(ωr, ∆f ) of the frequency deviation loop. For the suggested
technique, ∆P and K(ωr, ∆f ) are illustrated as follows:

∆P = −K(ωr, ∆ f )( fsys − fnom) (14)

For this investigation, K(ωr, ∆f ) is determined as follows:

K(ωr, ∆ f ) = 200
ω2

r −ω2
min

ω2
max −ω2

min
(−∆ f + 1) (15)

In Equation (15), K(ωr, ∆f ) is composed of ωr and ∆f. The ωr adds to ensuring the
stability of WPG’s operation and the ∆f adds to improving the minimum point of the
frequency dependent on the change in frequency. A larger K(ωr, ∆f ) is determined by the
large speed of the rotor and frequency change. Additionally, to prevent Pref from reaching
the output power limit of the DFIG, this investigation considers the gain limit (Klimit(ωr,
∆f )), which also varies with ∆f and ωr as follows:

Klimit(ωr, ∆ f ) =
min(Plimit, ωrTlimit)− PMPPT

∆ f
(16)

Finally, the gain is set as the minimum value between the gains in Equations (15) and
(16) during the frequency decrease.
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4.2. Frequency Control Support Technique Incorporating a Battery

In the proposed technique, Pref_B is calculated by the battery’s SOC and ωr of the WPG
as follows:

Pre f _B = − (SOC− SOCmin)(ωmax −ωr)

(SOCmax − SOCmin)(ωmax −ωmin)
(17)

where SOC indicates the measured SOC, and SOCmin and SOCmax indicate the minimum
and maximum.

In Figure 12, the small ωr results in a bigger Pref_B, and the high SOC leads to a higher
Pref_B since the lithium-ion battery contributes enormously to frequency control support
when the WPG does not contain enough kinetic energy. However, when the battery is
situated in over-discharge and over-charge conditions, battery accidents can occur such as
fire and explosion. Therefore, to ensure battery safety, its operation is limited to the SOC
range between 20% and 80%. In achieving this, as the SOC of a battery decreases to 20%,
Pref_B is set to zero. Every scenario study sets the initial battery SOC as 50%, as seen in
Section 6.
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5. Model System

The model system discussed in this paper is depicted in Figure 13. A modified IEEE 14-
bus system is composed of five synchronous generators, two combined DFIG-based WPPs,
and a battery with a capacity of 5 MWh, and active and reactive loads are modeled utilizing
an EMTP-RV simulator to demonstrate the frequency control technique’s performance. The
whole static load is about 600 MW and 57.4 MVAr for active and reactive, respectively. For
this investigation, the wind power integration level was 15%, which was obtained as a
result of the installed capacity of the power plant divided by the demand. In Figure 13, the
synchronous generators’ working conditions, as well as the demands of each bus, can be
seen. All synchronous generators’ droop gains were chosen to be 5%. The synchronous
generators were supposed to be steam turbine generators to simulate a grid system that
has a slow response feature of ramping ability. The IEEEG1 steam governor model was
adopted in this paper [36,37].
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6. Scenario Study

Two different scenarios comprising different input wind speeds were investigated.
As a disturbance, synchronous generator (SG2) within the IEEE 14-bus system generating
a total of 50 MW was tripped at 10 s. For Scenario A, the input wind speeds of the two
WPPs were set to be 8 m/s and 10 m/s. In Scenario B, the input wind speeds decreased at
15 s and then recovered at 35 s. Performance comparisons of the suggested technique with
the battery control system, the suggested technique without the battery control system,
Technique I, Technique II, and the MPPT control, indicated with red, blue, green, pink, and
brownish-yellow lines, respectively, were undertaken.

6.1. Scenario A

The investigations and results of the capability of the frequency control support
strategies for different input wind speeds are described and presented in this subsection.
Figure 14 shows the resulting power output and frequency of the WPPs and battery. The
minimum point of the frequency after the disturbance is 59.728 Hz in the proposed system
incorporating the battery control system, as seen in Figure 14a. The MPPT technique with
59.521 Hz is less than the proposed technique by 0.207 Hz, Technique I with 59.624 Hz
is less than the proposed technique by 0.104 Hz, Technique II with 59.697 Hz is less than
the proposed technique by 0.031 Hz, and the proposed system without the battery control
system with 59.709 Hz is less than the proposed technique by 0.019 Hz. These results show
that the proposed system with the battery releases comparatively more energy stored from
the synchronous generators’ rotating masses and the battery regulating the power output
references.

The results of Scenario A can be seen in Figure 15. The WPP1 power output of the
suggested technique (red and blue lines) is greater than Technique I, Technique II, and the
MPPT control operation, as shown in Figure 15a. As seen in Figure 15b, the output power
of WPP2 in the suggested technique and Technique II is similar because of the power limit.
As seen in Figure 15c, the Battery2 power output of WPP2 is less than that of WPP1 because
the rotor speed, ωr, of WPP1 is less than that of WPP2. Hence, as shown in Figure 15d, the
SOC of Battery1 rapidly decreases compared to that of Battery2.
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Figure 15. Results for Scenario A: (a) WPP1 and battery1 power output; (b) WPP2 and battery2 power
output; (c) battery’s power output; (d) battery’s SOC.

Figure 16a,b shows that ∆P in the suggested technique is enormously higher than in
the typical schemes, Technique I and Technique II. This is due to K(ωr, ∆f ) in the suggested
technique being bigger than the gain in the typical schemes, as indicated in Figure 16c,d.
Consequently, ωr in the suggested technique is smaller than that in the typical schemes,
which can be seen in Figure 16e,f.
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6.2. Scenario B

The Scenario B results are shown in Figures 17–19 where the input wind speeds are
variable. Figure 17a displays the frequency nadir which is 59.630 Hz after a synchronous
generator trip of the presented technique, incorporating the battery control system. The
MPPT control scheme’s frequency, 59.469 Hz, is 0.161 Hz less than the minimum frequency
point of the proposed technique, Technique I with a frequency of 59.574 Hz is 0.056 Hz
less, Technique II which is 59.601 Hz is 0.029 Hz less than the proposed technique, and the
proposed scheme without the battery system frequency of 59.602 Hz is 0.028 Hz less than
the proposed technique with the battery system.

As seen in Figures 18 and 19, as the input wind speed decreases in WPP1, the control
gains in the suggested technique, Technique I, and Technique II are zero since ωr reaches
the minimum value. However, the Technique I frequency displays a second frequency dip
because the gain is abruptly set to zero, resulting in a rapid decrease in the WPP1 power
output. In the suggested frequency control technique, the lithium-ion battery power output
is varied by ωr and SOC for supporting the output power of WPG. Therefore, the proposed
strategy shows a higher frequency nadir for the variable input wind speed.

The frequencies obtained by implementing the proposed technique as compared to the
conventional approaches have been summarized in Table 1. In Scenario A, the minimum
point of the frequency after the disturbance is 59.728 Hz in the proposed technique. The
MPPT technique with 59.521 Hz is less than the proposed technique by 0.207 Hz, Technique
I with 59.624 Hz is less than the proposed technique by 0.104 Hz, Technique II with 59.697
Hz is less than the proposed technique by 0.031 Hz, and the proposed technique without
the battery control system with 59.709 Hz is less than the proposed technique by 0.019 Hz.
In Scenario B, the frequency nadir is 59.630 Hz after a synchronous generator trip of the
proposed technique, incorporating the battery control system. The MPPT control scheme’s
frequency, 59.469 Hz, is 0.161 Hz less than the minimum frequency point of the proposed
technique, Technique I with a frequency of 59.574 Hz is 0.056 Hz less, Technique II which is
59.601 Hz is 0.029 Hz less than the proposed technique, and the proposed technique without
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the battery system frequency of 59.602 Hz is 0.028 Hz less than the proposed technique
with the battery system. The frequency values indicate the improved performance of the
proposed technique, where more energy is released into the system even under variable
input wind speeds.
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Table 1. Obtained frequencies by the proposed technique and conventional approaches under each
scenario.

Scenario Technique I
(Hz)

Technique II
(Hz)

MPPT
(Hz)

Proposed
Technique

w/o Battery (Hz)

Proposed
Technique

(Hz)

A 59.624 59.697 59.521 59.709 59.728
B 59.574 59.601 59.469 59.602 59.630

6.3. Qualitative Feasibility Analysis for Possibly Considering Wake Effect within the Wind Farm

The WPPs’ design optimization is necessary as this influences the wind farm’s annual
energy production (AEP) [38]. The optimal performance of a wind farm, which involves
maximizing the area’s wind energy potential and minimizing the turbulence loading on
the rotors of downstream WPPs, is closely connected to the optimal WPP distribution
throughout the available site [38,39]. The wake effect is a dominant factor that influences
the wind farm’s AEP. As the wind moves past each WPP’s rotor, axial and radial pressure
drops occur and energy is extracted, which causes pertinent turbulence to rise downstream
of the WPP.

The Jensen wake model is a well-known one-dimensional (1D) wake model that
makes use of two formulas based on the assumptions of a linearly growing wake diameter,
constant wind speed recovery which is proportional to the downstream distance, and a
“top-hat” distribution [38,40]. This can be further expressed in a constant wind speed in
the cross-wind direction, with changes appearing only in a streamwise direction. The
expressions below apply to the Jensen wake model [38,40]:

Dwk = 2(kwkxd + Rd) (18)
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Vwsd = Vup

[
1− 4

6

(
Rd

Rd + kwkxd

)2
]

(19)

where Dwk, kwk, xd, Rd, Vwsd, and Vup represent the wake’s diameter, downstream distance,
WPP rotor distance, wind speed deficit, and upstream wind speed, respectively. The
schematic Jensen wake model representation is shown in Figure 20.
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From the wake model above, the following equations can be expressed as follows:

u = (1− a)vupt, v1 = (1− 2a)vupt, α =
1

2In
(

z
z0

) (20)

a is a defined ‘axial interference factor’, which is utilized to express the ratio between
the speed reduction at the plane of the blade disc and the undistributed wind speed well
upstream of the turbine. The wind’s course through the turbine blades is depicted by a
cone on the assumption that the wake will expand linearly. Thus, the radius of this cone Rx
is obtained as seen in the model figure. The dimensionless scalar α determines how quickly
the wake expands with distance and is defined in Equation (20). z is the hub height of the
turbine generating the wake and z0 is a constant called surface roughness, which depends
on the characteristics of the local landscape. Due to assumptions on the turbulent wake and
the minimal tip vortices contribution, it can be said that the Jensen wake model is suitable
for downstream distances greater than three times the WPP rotor diameter [38,40]. For this
study, the WPPs within the wind farm will tend to have such a wake effect, and thus the
analysis with the combination of the battery system for frequency regulation operation is
very necessary. This is due to the operation condition that the battery system might set into
operation, dependent on the selection of the WPP based on the rotor speed being measured.

7. Conclusions

The main achievements of this study are as follows: A frequency control support
technique based on an adaptable power reference comprising a WPG and a battery is
implemented. The battery and WPG were assigned different functions in the frequency
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control service to accomplish this purpose. The proposed frequency control technique
incorporates a supplementary control loop used in combination with the MPPT control
loop which relies on the frequency difference. The speed of the rotor and the frequency
determine the gain to increase the minimum frequency and ensure that the WPG operates
in a stable condition. In the low-rotor-speed region, the battery improves the operational
stability of the WPG. This is accomplished by determining that the power of the battery
operates depending on its state-of-charge (SOC) and the WPG’s rotor speed. An IEEE 14-
bus system with two wind power plants (WPPs), doubly fed induction generators (DFIGs),
a battery with a 5 MWh capacity, five synchronous generators, and specified loads using the
EMTP-RV simulator were used for the analysis of the suggested technique. The scenario
study results present that the suggested technique can decrease the frequency drop by
releasing more energy which is stored in the rotating masses of the WPP and battery than
the typical conventional techniques.

This study has some main limitations. Firstly, an ideal battery model system was
employed for this study; however, in actual operating conditions, the non-linear battery
model characteristics with varying systems and environmental conditions need to be
considered. Additionally, a qualitative feasibility analysis on the wind farm where the
wake effect is often experienced was performed to determine the future adaptability of the
proposed approach within the system. This analysis does not provide a clear relation with
the application of the proposed technique in frequency regulation and wake effect scenarios
and thus needs further investigation. In addition, to further verify the effective application
of the proposed technique, a sensitivity analysis of the proposed control technique was not
presented considering various operating conditions.

Hence, based on the above limitations of the study, the following future research
needs to be performed. An actual battery system takes into consideration its non-linear
characteristics and various operating conditions as well as investigating the battery states,
which include the battery’s state-of-health, ageing, and remaining useful life, to ensure
an efficient battery system. Additionally, a detailed wake effect analysis needs to be
further studied on the wind farm taking into account the frequency regulation control
employing the battery system for an optimized wind farm. Furthermore, a sensitivity
analysis study needs to be performed based on the proposed control technique considering
various operating conditions.
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