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Abstract: In recent years, artificial intelligence technologies in vision tasks have gradually begun
to be applied to the physical world, proving they are vulnerable to adversarial attacks. Thus, the
importance of improving robustness against adversarial attacks has emerged as an urgent issue in
vision tasks. This article aims to provide a historical summary of the evolution of adversarial attacks
and defense methods on CNN-based models and also introduces studies focusing on brain-inspired
models that mimic the visual cortex, which is resistant to adversarial attacks. As the origination
of CNN models was in the application of physiological findings related to the visual cortex of the
time, new physiological studies related to the visual cortex provide an opportunity to create more
robust models against adversarial attacks. The authors hope this review will promote interest and
progress in artificially intelligent security by improving the robustness of deep learning models for
vision tasks.
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1. Introduction

Deep learning methods involve hierarchical learning through the construction of a
deep architecture in an artificial neural network (ANN), where features from lower levels
are combined into higher-level features. Because deep learning can automatically learn
features at multiple levels, it can learn complex features directly from data, without the
help of hand-crafted features. The most characteristic feature of deep learning methods is
the deep architecture of the models, which consists of the response of the output layer to
the input layer designed by configuring two or more hidden layers in the network. The
deep architecture was inspired by the mammalian brain, which processes input perceptions
by abstracting perceptual features to varying degrees. Neurophysiologists hierarchically
describe this set of abstract functions. It is assumed that the mammalian brain processes
information through multiple stages of transformation and representation. For example,
the primate visual system processes information about visual stimuli in a series of steps:
edge detection, basic shapes, and more complex visual shapes.

Recent developments in neural networks (e.g., involving regression [1], classifica-
tion [2–8], dimensionality reduction [9,10], modeling behavior [11,12], modeling tex-
ture [13], information retrieval [14–16], and natural language processing) have been suc-
cessfully applied in various fields, such as robotics [17], defect diagnosis [18], autonomous
driving [19], and medical diagnosis [20], which require vision tasks.

In addition, vulnerabilities of deep learning have been discovered. Szegedy et al. [21]
proposed the concept of the adversarial examples, which are an interesting weakness of
neural networks. Because adversarial attacks based on adversarial examples can be a fatal
weakness, particularly in vision tasks, such as autonomous driving, a defense technology
for such attacks has been proposed, along with a new adversarial attack that overcomes the
defense technology [22–32].

Recently, an attempt was made to construct a deep learning model that is robust against
adversarial attacks that are not similar to existing defense technologies. This attempt was
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inspired primarily by the fact that the visual cortex of mammals for vision tasks is robust to
adversarial attacks. Although early vision task-related deep learning technology mimicked
the early mammalian visual system, deep learning models are currently developing into
a completely different field from early neurophysiological brain models. However, deep
learning models using the mammalian visual cortex or cognitive processing methods have
been proposed on the basis of recent studies on the results of newly discovered visual
systems related to vision. The main contribution of our review introduced robust deep
learning models based on physiological observations and discoveries in the visual cortex
of mammals, including the contents of existing reviews that described the adversarial
attack and defense techniques. This review is intended to be useful for convolutional neural
network (CNN)-based neural networks, adversarial attacks, and defense methods for vision
tasks in state-of-the-art brain-inspired models that are robust against adversarial attacks.

The remainder of this paper is organized as follows. In Section 2, we describe biological
hierarchical vision processing, focusing on the visual cortex, and the deep learning model
derived from it, focusing on the CNN. In Section 3, we describe the adversarial attack,
which is the vulnerability of deep learning, and the defense method against it. In Section 4,
we discuss brain-inspired deep learning models as a new technique for defending against
adversarial attacks. Finally, in Section 5, we conclude the paper.

2. Biological Hierarchical Vision Processing
2.1. Biological Vision in Brain

The biological view of visual processing in the brain is represented by an ensemble
of deep cortical hierarchies. In [33], a biological hierarchical representation for visual
processing, even with insufficient information for an anatomical hierarchy, was proposed
in the field of computer vision. The hierarchical structure in biological vision has several
parallel streams of anatomical and physiological research [34–36].

Figure 1a,b show the vision path that flows from the retina to the primary visual cortex
(area V1) through two parallel retino–genicular–cortical pathways. The magnocellular (M)
pathway transmits information related to coarse luminance-based spatial input with strong
temporal sensitivity to layer 4Cα in the V1 region. The parvocellular (P) pathway transmits
information to retinal–thalamic–cortical inputs with high spatial resolution but low tempo-
ral sensitivity through the 4Cβ layer in the V1 region. The color-sensing input, which is
sent slowly within the different layers of V1, is sent to cortical region V2 and a network of
cortical regions involved in form processing. These two parallel retinal–thalamic–cortical
pathways are supported by neuropsychological studies.
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Figure 1. The classical view of hierarchical feedforward visual processing. (a,b) show the vision
path that flows from the retina to the primary visual cortex (area V1) through two parallel retino–
genicular–cortical pathways and (c,d) show the CNN structures.
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At the computational level, the concept of deep hierarchies is expressed as a linear
system used to model low-level visual processing. As shown in Figure 1c, the neurons in
the primary visual system have small receptive fields (RFs), resulting in high-resolution
retinal subject maps. The spatiotemporal structure of each RF corresponds to a processing
unit that filters a given image attribute locally. In V1, low-level features, such as orientation,
direction, color, or inconsistency, are encoded into different subpopulations, forming a
sparse and overly complete representation of the local feature dimension. These represen-
tations provide multiple parallel cascades of convergent influences, encoded for features of
increasingly large RFs and increasing complexity and coupling as they move through the
hierarchy [37,38].

Object recognition is a prototypical example in which the canonical view of hierar-
chical feedforward processing nearly perfectly integrates anatomical, physiological, and
computational knowledge. This synergy has resulted in realistic, computational models of
RFs, where converging outputs from linear filters are nonlinearly combined from one step
to the subsequent one [39]. It has also inspired feedforward models working at tasks for
object categorization [40], as shown in Figure 1d. Prominent, machine learning solutions for
object recognition follow the same feedforward hierarchical architecture, where linear and
nonlinear stages are cascaded between multiple layers representing increasingly complex
features [41,42].

2.2. Categorization of Deep Learning in Vision Tasks

Deep learning has fueled significant strides in various computer-vision problems, such
as object detection [43,44], motion tracking [45,46], action recognition [47,48], human pose
estimation [49,50], and semantic segmentation. Regarding vision tasks, deep learning mod-
els can be classified into four broad categories, CNNs, the “Boltzmann family” including
deep belief networks (DBNs) and deep Boltzmann machines (DBMs), and autoencoders
and sparse coding as shown in Figure 2. However, the current coverage of deep learning is
by no means exhaustive; long short-term memory (LSTM), which belongs to the category
of recurrent neural networks, is not presented in this review, as it is predominantly used for
problems such as language modeling, text classification, handwriting recognition, machine
translation, and speech/music recognition, rather than computer-vision problems.
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Figure 2. Categorization of the deep learning methods and their representative works.

In CNNs, which are among the most notable deep learning approaches, multiple
layers are trained in a robust manner [51]. This is highly effective and commonly used in
computer-vision applications. A CNN typically consists of three main neural layers: the
convolutional layer, pooling layer, and fully connected layer, which play different roles.
Figure 3 shows a typical CNN architecture for image classification [52]. There are two stages
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of network training: forward and backward training. The main goal of the forward stage
is to represent the input image using the current parameters (weights and biases) of each
layer. The predicted output is then used to compute the loss on the ground-truth label.
Next, according to the cost of loss, the rear stage uses the chain rule to calculate the gradient
of each parameter. All the parameters are updated using the gradient and prepared for the
next forward computation. After the forward and reverse steps are sufficiently repeated,
network learning can be stopped.
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The restricted Boltzmann machine (RBM) is a generative stochastic neural network
that was proposed by Hinton et al. in 1986 [41]. It is a variant of the Boltzmann machine,
with the limitation that the visible and hidden units must form a bipartite graph. This
limitation allows more efficient training algorithms, particularly gradient-based contrasting
divergence algorithms [53]. Because the model is a bipartite graph, the hidden units, H,
and the visible unit, V1, are conditionally independent. Therefore,

P(V1) = P(H1|V1)P(H2|V1) · · · P(Hn|V1). (1)

Here, both H and V1 act in accordance with the Boltzmann distribution: given input
V1, H can be obtained through P(V1). Likewise, one can obtain V2 through P(V2|H) . By
tweaking these parameters, we can also reduce the disparity between V1 and V2, and the
resulting H will serve as a good feature of V1. Hinton [54] provided a detailed explanation
and a practical method for training the RBM. Explaining the main difficulties of RBM
training in [54], a new algorithm, which consists of adaptive learning rates and enhanced
gradients to address these difficulties, was proposed. An improved version of the RBM was
presented in [55]. The improved model includes a noisy-modified unit in the approximated
binary unit to retain information regarding the relative intensity as the information passes
through multiple layers of the feature detector. Refinements not only work well on this
model but are also widely adopted by various CNN-based approaches [52,56]. The RBM
can be used as a learning module to create the following deep models: the DBN, DBM,
and deep energy model (DEM). A comparison of the three models is shown in Figure 4.
The DBN has nondirectional connections in the upper two layers that form the RBM and
directional connections to the lower layers. The DBM has undirected connections between
all layers of the network. The DEM has a deterministic hidden unit in the lower layer and a
stochastic hidden unit in the upper hidden layer [57].
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Figure 4. The illustration of RBM families, The RBM can be used as a learning module to create the
following deep models: the DBN, DBM, and DEM. (a) The DBN has nondirectional connections in
the upper two layers that form the RBM and directional connections to the lower layers. (b) The
DBM has undirected connections between all layers of the network. (c) The DEM has a deterministic
hidden unit in the lower layer and a stochastic hidden unit in the upper hidden layer.

Autoencoders are a special type of ANN used to learn efficient encodings [57]. Given
an input x, instead of training the network to predict a target value y, the autoencoder is
trained to reconstruct its input x; consequently, the output and input vectors have the same
dimensionality. The optimal autoencoder minimizes the reconstruction error, as depicted
in Figure 5, resulting in a learned feature as the corresponding code. In general, a single
layer does not provide discriminating or representative functionality of the raw data.
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Hinton et al. proposed the deep autoencoder, which has been extensively studied
in [9]. Deep autoencoders are often trained with a variant of backpropagation such as the
conjugate gradient method.

In many cases, it is effective; however, if there are errors in the first few layers, the
model can be completely ineffective. The network’s ability is limited to reconstructing
only the average of the training data, but a solution was proposed in [9] through the
use of a pretraining method that provides the network with initial weights closer to the
final solution.

Sparse coding provides a class of algorithms for finding succinct representations of
the given unlabeled input data and learns basis functions that capture higher-level features
in the data. When a sparse coding algorithm is applied to natural images, the learned bases
resemble RFs of neurons in the visual cortex [58,59] There are many advantages of sparse
coding [60–62]: (1) descriptors can be accurately reconstructed by using multiple bases
and capturing correlations between similar descriptors that share bases; (2) it is consistent
with the biological visual system, although there is debate about whether sparsity is useful
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for learning; (3) the salient properties for the representation of images can be captured
by sparsity; (4) there are studies related to image statistics that show image patches are
sparse signals; and (5) the linear separable property of the sparse pattern allows precise
classification and representation for the visual object.

The solution for sparse coding is not analytical. Consequently, solving the problem
typically results in intractable computations. Therefore, an alternating procedure can
involve the weight updating and the inferring routine for the feature activation values of
the input, given the current setting of the weights to optimize the sparse coding model.

2.3. CNN: Basis of Deep Neural Networks for Vision Tasks

No neural network model has made such a remarkable contribution to vision tasks as
the CNN. CNNs are applicable to almost all fields of image processing, such as object detec-
tion [63–68], facial recognition [69,70], recognition of human actions and activities [71–78],
and human pose estimation [77,79–84].

The structure of CNNs resembles that of a conventional neural network and is de-
signed based on the architecture of neurons in human and animal brains. In particular,
CNNs imitate the action potentials of simple and complex cells in the visual cortex to
reconstruct optical stimulation from the retina in a cat’s brain [85]. Typically, in traditional
artificial neural networks (ANNs), each neuron in a layer has complete connections to the
neurons in the subsequent layer, and each connection is a parameter in the network. This
results in a large number of parameters. In a CNN, the neurons are not fully connected;
rather, local connectivity is used to connect them to nearby neurons. This significantly
reduces the total number of parameters. Furthermore, all the connections between RFs and
neurons share a set of weights, which is called kernel weight sharing, between neurons in
the visual cortex, where only limited portions of the scene are perceived rather than the
entire scene. This sharing property on the CNN influences the capacity of the weights to
be stored, corresponding to the total number of parameters. The two properties of local
connectivity and sharing allow CNN to handle high-dimensional data. Each layer performs
a different function. The end of each layer consists of an activation function that transforms
input data into output data through a nonlinear operation. Finally, the two-dimensional
(2D) image acts as the input of the CNN result in a one-dimensional vector at the end of
the fully connected layer.

A CNN comprises three neural layers: convolutional, pooling, and fully connected
layers. Each layer of the CNN architecture is described below.

1. Convolutional layer: The input format of the CNN is a multichannel image, whereas
the inputs of the conventional neural network architectures are in vector format.
During the operation of the convolutional layer, the process involves sliding the
kernel over all the pixels in the image both horizontally and vertically. The feature
map of the output is created by performing a dot product between the values of
the kernel and the pixel values within the region covered by the kernel, resulting in
a single value, where the calculated dot product represents the feature map of the
output. Figure 6 shows the primary calculation of the convolution operation in each
step. Here, the blue color represents the 2 × 2 kernels, and the green color represents
the input region for taking the dot product in the input image. After the dot product
operation, the resulting value (brown) is used for constructing the output feature map.
The size of the output feature map depends on the stride value, the step size of the
kernel in the horizontal and vertical directions, and the padding number to represent
the border-side information of the image. Consequently, the size of the feature map
increases with the input image size.

2. Pooling layer: The purpose of the pooling layer is to perform subsampling on the
feature maps. A pooling operation transforms a large feature map into a smaller one,
and the input to the pooling layer retains most of the information from the feature
map. After the initial stride value and padding number are assigned, the pooling
operation is initiated. Generally, three types of pooling algorithms, max pooling,
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average pooling, and global average pooling, are executed in the pooling layer. The
max pooling algorithm selects the maximum value as the output feature map from
the dot products of the kernel and local region of the image. The average pooling
algorithm calculates the average value through the pooling operation, and the average
value is representative the local region of the image. Finally, global average pooling is
used to significantly reduce the number of CNN parameters to fully overcome the
connection in the layer. Figure 7 shows a conceptual illustration of the three pooling
methods. The pooling layer cannot avoid information loss owing to its operational
characteristics, and it allows the CNN to determine whether features are available in
the input image. Therefore, it affects the performance of the CNN.

3. Fully connected layer: At the end of the CNN architecture, each neuron of the fully
connected layer is connected to all the neurons of the previous layer. Similar to
a conventional multilayer perceptron neural network, the fully connected layer is
used as a classifier. The inputs of the fully connected layer are derived from the last
pooling or convolutional layer as vectors. After flattening, the output of the fully
connected layer is the output of the CNN. Figure 8 shows a schematic of the fully
connected layer.

4. Activation functions, cost functions, and optimizers: The activation function leads to
a nonlinear output of the layer for the linear summation of neurons as the input at the
end of all the layers in the CNN architecture. Along with nonlinearity, the condition
of differentiability must be satisfied. The differentiability condition is crucial for error
backpropagation for updating the weight values of neurons in the training process. In
most cases, the ReLU function or its variations are used as the activation functions,
which convert all the input values the into nonnegative numbers. To solve the dying
ReLU problem, the leaky ReLU, a variation of the ReLU that operates as the ReLU for
positive inputs and assigns a precise small negative value for negative inputs, is used.
Occasionally, the noisy ReLU is employed by adding Gaussian distribution noise to
the ReLU.

5. During the training process, the last layer of the CNN outputs the estimated result
for the underlying input and compares it with the label as an answer. The difference
between the predicted value and the answer is the predicted error, which must be
corrected close to the answer. A cost function is applied as the criterion to minimize
the prediction error. Several types of cost functions have been employed in different
cases. A commonly employed cost function is the cross-entropy criterion, which
expresses outputs as a probability distribution in the range by applying the softmax
function. The network parameters should be updated according to the cost function to
minimize the prediction error. This requires repetitive calculations using the optimizer
during every training epoch. The optimizer operates the gradient of the cost function
by taking the first-order derivative with respect to the network parameters, and
the updating process is performed through network backpropagation in which the
gradient of all neurons is backpropagated to all neurons in the preceding layer.

2.4. CNN Variations

Over the past decade, many variations of the CNN structure have been proposed for
different applications. Figure 9 shows the evolutionary history of machine vision, including
the CNN architecture. As neocognitron [86] mimics the brain for pattern recognition, the
CNN structure based on mammalian visual processing has been established as a useful
ANN structure in vision tasks.
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by performing a dot product between the values of the kernel and the pixel values within the region
covered by the kernel, resulting in a single value.
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Figure 8. Example of a fully connected layer. Each neuron of the fully connected layer is connected to
all the neurons of the previous layer. Similar to a conventional multilayer perceptron neural network,
the fully connected layer is used as a classifier.

Attempts to improve the performance in various applications of vision tasks have
resulted as variations in the CNN structure. Such variations include novel blocks, parameter
optimization, and structural reformulation. However, the most notable performance
improvement of the CNN structure was by increasing the depth of the network. In this
subsection, we describe some of the major CNN variations that are historical turning points,
from AlexNet [87] to DenseNet. Details regarding the recent trends related to the CNN
architecture can be found in [88,89].
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6. AlexNet achieved remarkable improvements in performance and applicability com-
pared with the previously developed LeNet. Although the applicable areas of vision
tasks in the early days of deep neural networks (DNNs) were limited to handwritten
digit recognition, remarkable performance was achieved considering the hardware of
the time. Compared with LeNet, AlexNet significantly improves the performance by
innovating the structure of the CNN and the implemented hardware.

In LeNet, the performance of DNNs is limited by the hardware performance. To
overcome this limitation, AlexNet uses two graphics processing units (GPUs) for training
and decreases the depth of the network in the feature extraction stage. Figure 10 shows
the basic AlexNet structure. Improvements in the hardware performance, variations in the
CNN structure, and other performance enhancements including the ReLU function, have
made CNNs applicable to various categories of vision tasks for which LeNet is unsuitable.
ZefNet [90,91] begins with the visualization of features in hidden layers to optimize the
network performance. The structure of ZefNet in Figure 11 is similar to that of AlexNet,
except for the size of the filters and the use of a single GPU for training. Visualization
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of features in a neural network implies that the activation of neurons can be monitored.
Consequently, it is possible to change the topology of the CNN structure, such as the filter
and stride sizes, such that the network can achieve optimal performance. In addition, the
optimal combination of hyperparameters, which affects the performance of the network,
can be determined by observing the extracted features. ZefNet has been experimentally
validated using AlexNet. According to the experiment results that certain neurons were
activated, while others were inactivated, ZefNet can customize the topology of the CNN
structure to improve the performance.

7. Visual geometry group network (VGGNet): As indicated by the first paper [92] related
to VGGNet, the relationship between the depth of the network and performance has
been an important issue in vision tasks using CNN structures. Before the advent
of VGGNet, ZefNet and AlexNet were the winners of the ILSVRC (ImageNet large-
scale visual recognition challenge) competition [93] in 2012 and 2013, respectively.
The depth of the CNN structure is only eight layers, with 5 × 5 and 11 × 11 filters.
VGGNet is a CNN structure with a depth of 19 layers, wherein the existing CNN
structure is significantly changed to improve the performance. Even if the filter size is
reduced to 3 × 3 , an efficiency similar to that for the larger filters 5 × 5 and 11 × 11
can be achieved.
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Consequently, by reducing the number of parameters, the computational complexity
of the convolution operation is decreased. Although VGGNet exhibited improved perfor-
mance compared with the networks of the existing CNN structure owing to its efficient
and simple structure, the total computational cost due to the large depth cannot be ignored,
and the increase in the number of parameters due to the structure of VGGNet may cause
gradient vanishing or overfitting. Figure 12 shows the basic VGG-16 structure.
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8. GoogLeNet, the winner of the ILSVRC 2014 competition (also called Inception V1) [94]
achieved a 6.67% error rate, which was the best at the time and a reduction in compu-
tational cost, which was the purpose of its implementation. The core of GoogLeNet
is an inception block that employs multiscale convolutional transformation based
on merging, transforming, and split functions for feature extraction. The inception
block architecture integrates filters of varying sizes to gather channel information
across a broad range of spatial resolutions. Figure 13 shows the basic structure of
the inception block in GoogLeNet. GoogLeNet aims to increase the efficiency of the
CNN parameters and enhance learning. The sparse connection applied to GoogLeNet
removes redundant information that increases the computation cost owing to the
operations of an irrelevant channel. Additionally, the GAP layer is applied as an
end layer instead of a fully connected layer to reduce the density of the connection.
Consequently, the number of parameters is significantly reduced from 40 million to
5 million. To increase the learning capacity, GoogLeNet employs auxiliary learners
that accelerate the rate of convergence and solve the gradient vanishing problem. The
main weakness of this method is the heterogeneous topology of the structure, which
implies that information flow from one block to another requires an adaptation block.

9. ResNet: As the performance of the model improves, the depth of the network tends
to increase. The most significant difference of ResNet from the existing model is
that the network is deeper [95]. The depth initially applied to ResNet was 34 layers,
which is more than four times that of AlexNet. Later, the depth of ResNet was
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increased to 1202 layers, and ResNet50, the most widely used variation of ResNet,
consisted of 49 convolutional layers and one fully connected layer. The objectives of
ResNet are to solve the gradient vanishing problem and to increase the network depth.
Gradient vanishing that is a fatal weakness of the extreme deep model was resolved
using the bypass concept in ResNet. The bypass concept was proposed for Highway
networks [96]. Though there are differences between the two concepts, their basic
meanings are the same. Figure 14 shows the basic structure of the ResNet. ResNet
is composed of the conventional feedforward of the CNN structure and residual
connection. The output of the residual layer is delivered from the preceding layer.
Using residual layers, ResNet can reduce the gradient vanishing according to the deep
network and accelerate the deep network convergence. ResNet was the winner of
the ILSVCR 2015 competition. It had 152 layers, exceeding the depth of the previous
year’s winner, i.e., GoogLeNet.

10. DenseNet: The strategy of DenseNet [97] for solving the gradient vanishing problem
is identical to that of ResNet. The causal difference between DenseNet and ResNet is
that DenseNet involves channel-wise concatenation that connects to neurons not only
on the next layer but also subsequent layers, whereas ResNet employs element-wise
addition, which results in an addition path with a skip connection. As a unique
parameter in DenseNet, the growth rate is defined to control the number of features
that increase the number of channels. As shown in Figure 15, DenseNet is also helpful
in learning because it can receive gradients through various paths, such as ResNet.
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Moreover, compared with ResNet, the effect for the gradient vanishing problem is
better because the gradient can be propagated farther away simultaneously. In the network,
a low-level feature is created in the front layer close to the input, and a high-level feature is
created in the back layer close to the output. Feature reuse from a low level to a high level
based on feature concatenation improves the network performance through the propagation
of features in channel-wise operation. The weakness of concatenation is that increasing the
number of concatenations exponentially increases the number of features. The control of
concatenation based on the growth rate results in better performance in DenseNet with
fewer parameters for features compared with ResNet.

Although the six representative CNN structures have been briefly reviewed, there
are many CNN-based networks with various structural features that were not covered,
such as network-in-network, which employs multiple layers of perception convolution,
HighwayNet, which was inspired by ResNet, and WideNet [98] which improved the
performance of ResNet. Recently, CapsuleNet [99–102] was used to resolve the radical
weakness of the CNN structure.

3. Adversarial Attacks and Defenses

As described in the previous section, deep learning technology is expected to replace
existing technologies in various machine learning fields, including vision tasks [103–111].
However, in practical applications, security vulnerabilities have been raised, as described
later. Attacks on deep learning have been attempted in various ways as machine learning
methods have been developed. For example, poisoning attacks [106,108] change the
probability distribution of the original training data by injecting malicious data into the
training data during the training stage to reduce the prediction accuracy of the model, as
shown in Figure 16 [112].
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Evasion attacks deceive a target system by generating adversarial input examples
without altering the target model [109–111,113]. Szegedy et al. [21] proposed the concept
of an adversarial example as an evasion attack. In their experiment [21], a set of adversarial
examples for a given network was generated, and these examples were fed to another
network to evaluate the proportion of misclassified instances. Under the criterion of
average minimum distortion, the accuracy reached 0% for the entire training set. In [114],
Goodfellow et al. reported “the symbolic example” to influence adversarial examples in
vision tasks, as shown in Figure 17. A common concept of “adversary” is that deep learning
models in vision tasks act as fools by perturbing benign samples without being perceived
by the human visual system. As shown in Figure 17, perturbations that are imperceptible
to the human visual system can lead to incorrect outputs with high reliability in deep
learning models.
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The reality of “adversary” is called an adversarial example that is a significant obstacle
to the application of vision tasks in industry [107]. Adversarial attacks in which the models
are threatened by adversarial examples are categorized into white-box attacks, black-box
attacks, and gray-box attacks based according to the knowledge of the underlying deep
learning model. In white-box attacks, the attacker possesses complete knowledge of the
deep learning model, including its architecture and parameters.

Hence, attackers can craft adversarial examples directly on a target model. In black-box
attacks, attackers can access the target model through the query output. In gray-box attacks,
attackers have limited knowledge of the target model. Many methods for generating
adversarial examples under the assumption of black-box attacks have been proposed;
however, because of practical limitations, white-box attacks, and gray-box attacks are
implemented in laboratories. Adversarial examples possess a crucial property called
transferability [115,116], meaning that adversarial examples designed to fool a specific
model can frequently be used to fool other models if they were trained on the same datasets.

Attackers can construct adversarial examples in known deep learning models, such as
white-box attacks, and subsequently attack a related unknown model [107]. By analyzing
the causes of adversarial examples, it is possible to develop a defense method against
adversarial attacks. In [107], when a neural network was trained, it was operated in
a linear region to avoid the gradient vanishing problem, although it was activated in
nonlinear ways by the ReLU or Maxout function. Consequently, DNNs are susceptible
to adversarial examples due to the local linearity of the models. In [21], researchers
argued that adversarial examples cause incorrect predictions because they lie in areas of
low probability in the data manifold space. Regarding the vulnerability of DNNs in the
training process, Arpit et al. [117] studied the memory capacity of neural networks during
a training process and discovered that DNNs that require large memory are susceptible
to adversarial examples. In [118], they argued that CNN architectures tend to learn the
statistical properties of the training dataset instead of “context”, which is a high-level
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abstract concept for recognizing objects. To solve adversarial examples, researchers have
presented partial solutions corresponding to specific adversarial examples using specific
generation methods. This remains an open research area.

3.1. Adversarial Attacks
3.1.1. L-BFGS Attack

Szegedy et al. proposed a “weird” method to fool neural networks for vision tasks [20].
The goal of this method is to find the input perturbation x′ that minimizes the Euclidean
distance ||x− x′||2 from the normalized input x within the bounds of the input domain,
where x′ leads to misclassification in the network model. To solve this optimization problem
under box-constrained conditions, Szegedy et al. utilized the limited-memory Broyden–
Fletcher–Goldfarb–Shanno (L-BFGS) method [119] to locate the x′ that minimizes the loss
function in (2):

c||x− x′||2 + L
(

x′, t
)

(2)

Here, L(x′, t) represents the loss function of the target model, and t represents the tar-
get misclassification label. The optimization process given by (2) was iteratively performed
to find the input perturbation x′, i.e., an adversarial example increasing c until x′ was
reached. In [21], experimental results indicated that an L-BFGS attack generated very close
and visually difficult adversarial examples that were misclassified by AlexNet. Figure 18
shows incorrect predictions of AlexNet being used for adversarial examples. The images
in the first and third columns are correctly and incorrectly predicted outputs, respectively,
and the images in the center columns differ from the images in the first and third columns.
All the images in the third column were predicted to be “ostrich, Struthio camelus”.
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columns of (a,b) were predicted to be “ostrich, Struthio camelus”.

In the context of the L-BFGS attack, generating an adversarial example is used to
change the paradigm of generating an adversarial example into an optimization problem.
In addition, it provides the possibility of generating adversarial examples by applying
various p-norms and Euclidean distances.
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3.1.2. FGSM Attack

Goodfellow et al. [114] proposed the simplest and fastest method for constructing
adversarial examples. To reduce the classification confidence and increase the confusion
between classes, the fast gradient sign method (FGSM) attack adds perturbations and
linearizes the loss function in the gradient direction as follows:

x′ = x + ε·sign(∇X J(x, y)) (3)

where x′ represents an adversarial example from the given input x, ε is a randomly selected
initial hyperparameter, sign, (·) denotes the signum function, y represents the true label
corresponding to x, J(·) represents the cost function for training the neural network model,
and∇X(·) is the gradient of x. The FGSM attack employs analytical computation to calculate
the gradient, whereas the L-BFGS attack involves numerical optimization; thus, the FGSM
attack finds a solution significantly faster. This implies that the FGSM attack cannot produce
a perceptual minimal difference between x and x′ owing to ε. Once an appropriate value of
ε is found empirically, an imperceptible adversarial sample can be obtained by applying the
values around it. In experiments involving the MNIST dataset, a shallow softmax classifier
had an error rate of 99.9% owing to an FGSM attack.

The authors argued that the output of the neural network model is vulnerable to
adversarial examples when it is excessively biased toward linear processing, and the gener-
alization of adversarial examples across different models can be explained by adversarial
perturbations being highly aligned with the weight vectors of a model and different models
learning similar functions when trained to perform the same task. An adversarial example
and perturbation generated by an FGSM attack are shown in Figure 17.

Kurakin et al. [120] improved the effectiveness of FGSM attacks through a more refined
iterative optimization procedure to find the optimized solution. In their method, which is
called the Basic Iterative Method (BIM), in each iteration, an FGSM calculation is carried out
with a small step size to revise the adversarial sample and restrict the updated adversarial
example within a valid range for T iterations.

x′t+1 = clip(x′t + α·sign
(
∇X J

(
x′t, y

))
(4)

Here, αT = ε and α denotes the size of the disturbance in each iteration.

3.1.3. DeepFool Attack

Regarding the robustness of neural network models for image classification depends
on the boundaries of the interclasses formed by the model. If the output for a given input
of a neural network model is near the decision boundaries in a multiclassifier, an output
with a small disturbance leads to misclassification. A DeepFool attack [121] calculates the
distance of a sample x as an input to the closest decision boundary in the hyperplane and
considers the direction of adversarial perturbation. By extending the distance between a
point and a line in a 2D plane to the distance between the decision boundaries and classes
on the hyperplane, as shown in Figure 19, a DeepFool attack produces an adversarial
example x′ by iteratively perturbing the input x along the linearized decision boundaries
between classes until a target is achieved. In the DeepFool algorithm, the input x in class
j moves iteratively to the estimated closest decision boundary to generate an adversarial
example x′ for misclassification.

The DeepFool attack was applied to various neural network models, including LeNet,
NIN (Network-IN-Network), and GoogLeNet, in order to evaluate its performance and
compare it to leading attack methods. The experimental results indicated that DeepFool
generated adversarial examples that were approximately five times smaller than the results
of FGSM for the MNIST and CIFAR-10 datasets and approximately 10 times smaller for the
ImageNet dataset. Furthermore, compared to the L-BFGS attack, DeepFool generated a
smaller perturbation while increasing the computation speed.
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3.1.4. JSMA

The aim of the saliency map is to show how the original classification models make
predictions [123]. The JSMA, proposed by Papernot et al. [124], focuses on manipulating
the pixels of an image to change its classification by using the gradients of the saliency map.
This attack method models gradients proportional to the probability of a specific class and
changes pixels with the largest gradient to increase the chance of classifying the image into
a target class. The Jacobian matrix is used to determine how changes in the input affect the
logit outputs of different classes. The adversarial saliency map is then created based on the
information obtained from the Jacobian matrix to select the pixels that need to be disturbed
to achieve the desired changes in the logit outputs.

Depending on where the saliency map is selected, JSMA has several variants. Figure 20
shows an illustration of the JSMA variant based on the softmax probability. The JSMA
is effective in fooling neural network models by only modifying a small number of in-
put features. For example, Papernot et al. [124] fools the target MNIST model by 4%
modification of the input features. The JSMA is simpler for computing the minimum
perturbation for generating adversarial examples when the model is susceptible to changes
in the input values. The JSMA has a high success rate and transfer rate but also a large
computational burden.

3.1.5. CW Attacks

Carlini and Wagner presented a series of adversarial attacks based on optimization,
which can produce adversarial examples with L0, L2, and L∞ norm measurements [125].
The authors used an empirically chosen loss function to cause maximum misclassification
in each norm-based attack, as follows:

L
(
x′, t

)
= max

(
max
i 6=t

{
Z
(

x′
)
(i)

}
− Z

(
x′
)
(t),−κ

)
, (5)

where Z(x′)(i) represents i-class’s logit, t represents the target label, and κ determines
the minimum level of confidence for the adversarial examples. The loss function in (5)
minimizes the difference between the logit values of target label, t, and the next closest
class. Once the target label, t, has the highest logit value, the optimization stops when the
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difference between t and the next closest class exceeds κ. If t does not have the highest logit
value, minimizing the loss function, L(x′, t) narrows the gap between the logit values, t,
and the class with the highest value.
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The authors demonstrated that CW attacks had significantly higher success rates
compared to state-of-the-art attacks when evaluated on various datasets, including MNIST,
CIFAR 10, and ImageNet. The CW attacks in L0, L2, and L∞ were superior to the JSMA,
DeepFool attack, and FGSM attacks, respectively. However, the results indicated that the
JSMA has a higher success rate than the L0-CW attack for ImageNet, which was larger than
MNIST and CIFAR-10. Defensive distillation, which was the best defense at the time, had a
100% success rate.

In addition to the five adversarial attack methods that significantly affected the vision
task, various attack methods omitted from this chapter have been proposed, such as
universal adversarial perturbation [126], input-agnostic attacks, the variational autoencoder
(VAE) attack [127], generative models, and the zero-order optimization (ZOO) attack [128].

Most of the attack methods mentioned in this paper search for a solution in the direc-
tion of solving the optimization problem and require considerable time and computational
power to create adversarial examples. Figure 21 shows adversarial examples for four
adversarial attacks, with the exception of the L-BFGS attack. Interestingly, the human
visual system is unaffected by adversarial attacks.
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3.2. Adversarial Defenses

Researchers have proposed various methods to counter adversarial attacks [114,129–135].
Adversarial attack defenses have two primary approaches: enhancing the robustness of the
model and detecting adversarial examples in neural networks. In this section, we describe
the defense methods that represent significant advancements in the field of defense from
adversarial attacks.

3.2.1. Adversarial Training

Adversarial training enhances the resilience of neural network models by incorporat-
ing adversarial examples created by adversarial attacks into the training dataset. Conse-
quently, the neural network model is retrained until it is robust to the generated adversarial
examples. For either multiple attacks or a single attack, the adversarial training method
improves the accuracy and robustness of the updated model. Adversarial training has been
proven to be one of the most effective methods for defending against adversarial attacks,
according to recent studies.

Goodfellow et al. [114] proposed enhancing the robustness of a neural network by
incorporating both regular (non-adversarial) and adversarial examples generated by the
FGSM attack into the training dataset. In their experiment, the neural network model
reduced the rate due to adversarial examples generated by the FGSM attacks. Although,
this adversarial training method was effective for all adversary examples from FGSM
attacks, it was vulnerable to other attacks based on optimization and iterative methods.
The performance of defense methods against adversarial attacks has improved gradually;
therefore, Fischer et al. [132] introduced a method of adversarial training called the projec-
tion gradient descent (PGD) method. This method utilizes the iterative version of the fast
gradient sign method (FGSM) with the L∞ norm, known as PGD, to train neural networks
on both benign and adversarial examples. Madry’s method significantly improves the
robustness of neural network models against FGSM attacks, PGD attacks, CW attacks with
L∞ norms, and distributional adversarial attacks (DAAs), which were the strongest attacks
at the time.

However, the computational complexity is so high that PGD adversarial training
requires approximately 72 h to train a basic ResNet for CIFAR-10 on a Titan V GPU. In
addition, the PGD adversarial training method was found to be effective for L∞ norm-based
attacks but vulnerable to Lp norm-based attacks such as CW with the Lp norm [136,137].

The ensemble adversarial training (ETA) [129] method involves using adversarial
examples from multiple pretrained models to enhance the training process, thereby increas-
ing the robustness of the neural network against a wider range of adversarial attacks. In an
experiment, ETA models improved the robustness of black-box and gray-box attacks to a
greater degree than PGD adversarial training.

Defenses based on adversarial training aim to make the model more robust by in-
corporating adversarial examples generated by a specific attack into the training process.
Consequently, adversarial training techniques that are robust to specific attacks are vul-
nerable to other attacks. To overcome this limitation, a generative adversarial training
method [138] that generates an adversarial sample in the adversarial training process was
proposed. In the proposed method, adversarial samples with perturbations similar to those
of the FGSM are generated by a generator that extracts gradients from a classifier trained
by benign samples as inputs. Training is performed on benign and adversarial samples.
Thus, compared with the training techniques for FGSM attacks, it is possible to obtain a
more robust model.

An auxiliary classifier generative adversarial network (AC-GAN) [139] method was
proposed to enhance the generalization of adversarial examples generated by PGD attacks.
It generates fake samples similar to PGD adversarial samples and uses them to train the
auxiliary classifier with the pretrained discriminator. The Rob-GAN [140], a variant of
AC-GAN, combines a generator, a discriminator, and an adversarial attacker into one
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system and performs end-to-end training. This leads to improved performance with a
stronger generator and robust discriminator, as demonstrated by experimental results.

3.2.2. Defensive Distillation

The purpose of distillation [141] is to reduce the size of DNN architectures or ensembles
of DNN architectures and also reduce the amount of computing resources required, so
they can be deployed on resource-constrained devices such as IoTs and smartphones. This
technique trains a second DNN with lower dimensions, while maintaining accuracy, by
using the class probability vector generated by an ensemble of DNNs as input.

The main idea behind this technique is that the knowledge acquired by the DNN
during training is not only encoded in the weight parameters but also in the probability
vectors generated by the network. Distillation transfers this class knowledge from the
probability vectors to other DNN architectures. It does so by using the classification
predictions of the first DNN to label the inputs in the training dataset of the second DNN.
The use of class probabilities instead of hard labels provides additional information about
each class and can be obtained from the additional entropy they contain.

Defensive distillation [130] was proposed as a defense for DNNs against adversarial
attacks, where adversarial samples are not allowed. The idea behind defensive distillation,
as depicted in Figure 22, is that transferring knowledge in the form of probability vectors
from larger networks to smaller networks can help maintain accuracy comparable to larger
networks and also enhance the generalization abilities of deep neural networks outside of
their training dataset, thereby increasing their resistance to perturbations.
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However, defensive distillation has been found to be ineffective against adversarial
examples generated by JSMA-F attacks. This defense strategy was demonstrated to be vul-
nerable to a variation of the JSMA-Z and CW attacks. Carlini and Wigner demonstrated that
this defense can be bypassed by JSMA-Z variants that divide the logits by the temperature
constant T prior to computing the gradients [142].

3.2.3. Randomization

Recently developed defense techniques tend to rely on randomization schemes to
mitigate the effects of adversarial examples on the input and feature domains. Inspired
by these types of defense techniques, DNNs are robust to random perturbations. Defense
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methods based on randomization involve randomizing adversarial perturbations using a
random effect.

Xie et al. [143] proposed a defense method called RRP to combat adversarial effects.
The method involves transforming the input through random resizing and padding to
make it difficult for an attacker to calculate the gradient of the loss on the input. This is
achieved by adding two layers after the input layer of a neural network, which converts
the input image to multiple resized images, and then randomly pads them with zeros as
shown in Figure 23. The final image is selected at random for classification. The authors
showed that this defense method requires no fine-tuning, does not compromise accuracy
on clean examples, and can be used in conjunction with other defense techniques such as
adversarial training.
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calculate the gradient of the loss on the input.

This defense technique showed robustness against white-box attacks such as FGSM,
BIM, DeepFool, and CW. It was second in the 2017 NIPS adversarial example defense
challenge [143]. Xie et al. [143] believed that random resizing and padding had a large
enough computational space to deter attackers. However, [110] and Uesato et al. [144]
discovered that the technique was based on gradient masking [110] and could be defeated
using expectation over transformation (EOT) [145].

3.2.4. Defense-GAN

Defense-GAN [146] is a technique for defending against both white-box and black-box
adversarial attacks on classification networks.

GANs are trained on a classification dataset through unsupervised learning. Classifi-
cation in a typical GAN can be trained using the original training images, the reconstructed
images generated by G, or a combination of both. Ideally, if the GAN is properly trained
and has a strong representation of the data, the original clean image and its reconstruction
should be similar. Therefore, these two classifier training methods are expected to per-
form similarly. From this point of view, as shown in Figure 24, the defensive strategies of
Defensive-GAN that differ from other defense mechanisms can be represented as follows:

1. Defense-GAN can be utilized with any classifier and does not alter the classifier’s design.
It functions as an auxiliary step or a preprocessing step before the classification process.



Appl. Sci. 2023, 13, 4422 23 of 36

2. If the GAN has a strong representation, there is no need to retrain the classifier and
the integration of Defense-GAN should not cause a significant drop in performance.

3. Defense-GAN can be applied as a defense against any type of attack as it does not rely
on a specific attack model. It simply takes advantage of the generative capabilities of
GANs to reconstruct adversarial examples.

4. Defense-GAN is highly nonlinear, making it challenging for white-box gradient-based
attacks due to the gradient descent loop.
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Figure 24. Overview of the Defense-GAN [146]. If the GAN is properly trained and has a strong
representation of the data, the original clean image and its reconstruction should be similar.

Samangouei [146] showed that Defense-GAN is effective in identifying and rejecting
adversarial examples. In particular, they revealed that this method is highly effective in
detecting FGSM adversarial examples in MNIST and fashion MNIST datasets, resulting
in high AUC scores. While its robustness may not match that of adversarial training,
Defense-GAN demonstrates greater stability against FGSM compared to MagNet and
adversarial training when tested on MNIST and F-MNIST datasets in black-box settings. In
addition, Defense-GAN performed better than MagNet and adversarial training against
FGSM and CW attacks for both MNIST and F-MNIST. However, Athalye et al. [147] found
that Defense-GAN is not effective when applied to CIFAR-10 datasets and is vulnerable to
back-pass differentiable attacks (BPDAs).

3.2.5. Adversary Detector Networks

Metzen et al. [148] presented a method for detecting adversarial examples by enhanc-
ing the classification network with a small subnetwork that serves as a detector in Figure 25.
Detectors, which are sometimes referred to as adversarial detection networks, train their
inputs to classify network inputs as benign examples or specific adversarial examples. For
this, they first train the classification networks on a benign (non-adversarial) dataset as
usual and then adversarial examples are generated for each data point of the training set
using one of the attack methods in Section 3.1.
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To train the classification network, benign datasets were first used, and then adversar-
ial examples were generated for each data point of the training datasets via FGSM, BIM,
and DeepFool attacks. Thus, a binary classification dataset that has double the size of the
original dataset consisting of the original data (label 0) and its adversarial examples (label 1)
was obtained. The training procedure of the detector minimizes the cross-entropy of the
probability of the input adversary and freezes the weights of the classification network.

This approach was successful in mitigating FGSM, BIM, and DeepFool attacks on the
CIFAR-10 and 10-class ImageNet datasets. Metzen et al. [148] asserted that the locations
of the detector network in different layers lead to different results depending on the type
of attack and that the proposed method presents a greater challenge for attackers, as
they must generate adversarial examples that can fool both the classifier and the detector.
Gong et al. [133] put forth a defense strategy similar to Metzen et al. [148] utilizing a binary
classifier network trained to distinguish between adversarial and benign examples. Their
method deals with the classifier and detector separately.

The experimental results indicated that the detector in Gong et al. [133] is sensitive
to perturbation values in FGSM and BIM attacks and that a detector trained for FGSM
attacks cannot detect other attacks. Gong et al. [133] and Grosse et al. [134] proposed similar
methods that changed the training procedure, but their detection results were limited and
vulnerable to the detection of a specific attack.

In conclusion, adversary detector networks are controversial methods for detecting
adversarial examples. For example, powerful attacks, such as CW attacks, have a relatively
high false-positive rate and respond sensitively to perturbation parameters to generate
adversarial examples.

4. Brain-Inspired Neural Architectures against Adversarial Attacks
4.1. CNN with Feedback Model

In many neuroscience studies, the robustness of human vision has been associated
with feedforward signals from bottom-up pathways in the visual cortex. It has been
argued that this association is due to the interaction between the feedback signals in the
top-down pathway.

In contrast to CNN models, the human visual cortex has not only feedforward but
also feedback connections propagating from low-level visual cortical similar to predictive
coding models [149].

Inspired by this, a CNN model with feedback (CNN-F) was developed, as shown in
Figure 26 [150]. The proposed model reinforces the CNN by sharing the feedback generation
network between each layer. The experimental results of applying the proposed model
to the MNIST dataset indicated that the different layers of the CNN-F model captured
different aspects of the reconstructed image, and that the reconstructed image was cleaner
after 10 iterations.
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Although the proposed model was not applied to optimization-based adversarial
attacks, it was more robust than the CNN model against Gaussian noise addition, blurring,
and occlusion attacks.

4.2. Hyperdimensional Computing Model

Inspired by the brain’s efficient and robust learning, a hyperdimensional computing
model was proposed. It is a cognitive model that converts raw data into hyperdimen-
sional vectors and then performs operations such as dot product and addition between
each vector.

In [151], HDC was employed as a robust learning solution for diagnosing intelligent
fault problems against various black-box adversarial attacks. The black-box attack was
carried out using a transferable attack strategy [152]. A deep learning model was trained as
a wide deep convolutional neural network (WDCNN), and artificial test samples generated
by this model were then transferred to target neural network models as shown in Figure 27.
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Figure 27. Overview of the HDC model. A deep learning model was trained as a wide deep convolu-
tional neural network, and artificial test samples generated by this model were then transferred to
target neural network models.

In an experiment, they selected nine deep learning models, including recurrent
(LSTM [153] and GRU [154]), convolutional (WDCNN [155]), and hybrid (convolutional
recurrent neural network, spiking convolutional recurrent network [151]), and their varia-
tions, and applied them to the proposed HDC-based model. To evaluate the performance,
adversarial examples were generated by four attacks: FGSM, BIM, momentum iterative,
and robust optimization attacks. The experimental results indicated that the HDC-based
model improved the resiliency of the deep learning methods by up to 67.5%. In addition, it
showed improved speed in training, with a boost of up to 25.1 times compared to other
deep learning models tested. This implies that HDC could offer both good performance
and efficiency in combating adversarial attacks.

4.3. Integrated Contour Model

Under difficult viewing conditions, the brain uses a variety of contextual modulation
techniques, whereby signals from outside the RF of neurons are altered within RF responses
to augment weak and confusing feedforward inputs. One such technique, contour integra-
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tion [156], is employed with edge extraction from the primary visual cortex (V1). Contour
integration was first observed psycho-physically as the popping out of patterns of small
line segments that followed smooth trajectories in the presence of distractors [157], as
shown in Figure 28.
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Figure 28. Example of contour integration for a natural input image. The contour integration is
employed with edge extraction from the primary visual cortex (V1).

Next, V1 neurons whose RFs overlapped with the co-aligned fragments were found
in elevated responses [158]. As the contours of natural objects are mostly smooth with a
few sharp edges, contour integration is thought to be a mechanism for separating object
contours from irrelevant backgrounds. Contour integration operates in conjunction with
edge detection. Once pertinent edges are extracted, contour integration modulates the
output of each edge-extracting neuron according to the number of neighbors that detect
co-aligned edges.

In [159], a neural network model suitable for image classification was developed by
modifying the previous standalone integrated contour model [160], and adversarial images
were used to evaluate its efficiency in defending against adversarial attacks. AlexNet
was selected as the base classification model with the proposed contour integration layer
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inserted after the first convolutional layer. The structure of the contour integration layer
in the proposed model is similar to that of a convolutional feature-extracting layer but
includes constraints that replicate the properties of the lateral connections of V1 neurons.
First, contour integration is a modulatory effect that occurs only when a signal exists within
the RF. Second, if there is no contour enhancement, the feedforward input passes through.
Third, the spatial extent of lateral connections is far larger than the RF of V1 neurons. To
induce misclassification, one-pixel attacks were applied in the experiment. Compared with
other attacks, a one-pixel attack has advantages of applicability to more models and the
easy control of perturbations. The results of adversarial attacks on the contour integration
model and the classical AlexNet model are presented in Table 1.

Table 1. Adversarial attack results by integrated contour model in [151].

Model Top-1 Accuracy Pixels Attack Success

AlexNet 36.1 ± 0.4
1 8.5 ± 0.4%
3 10.6 ± 2.2%
5 10.4 ± 2.1%

AlexNet + Contour 38.0 ± 1.1
1 8.22 ± 1.8%
3 9.76 ± 20%
5 9.55 ± 1.75%

As shown in Table 1, regardless of the number of pixels for perturbation, the attack suc-
cess rate was reduced compared with the results of AlexNet. In addition, the author claimed
that applying the same contour integration layer to the pretrained MobileNet model yielded
an accuracy improvement of 67% and a low attack success rate of approximately 13%.

4.4. Generalized Likelihood Ratio Model

The neural network and ANN of the brain operate via different mechanisms. The first
difference is that the activation of brain neurons is achieved by electrical stimulation and
detected by a threshold activation function, which is generated in each neuron, whereas
ANNs apply continuous activation functions such as the sigmoid or ReLU functions and
nonlinear transformations. The second difference is that the human brain recognizes objects
as a specific category; thus, the loss function operating in the human brain mechanism is
a discontinuous function with a value of 0 or 1, whereas the loss function of an ANN is
continuous and differentiable, similar to a cross-entropy function.

Therefore, the human neural network is not affected by the derivative of the loss
function, such as the backpropagation method but is directly affected by electrical signals
received from the sensory system or endocrine chemical system. Moreover, HDC is not
susceptible to the derivative of the loss function, unlike backpropagation.

In [161], a method inspired by the human brain’s biological learning process, the
generalized likelihood ratio (GLR) method with neural noise, was proposed for training
artificial neural networks (ANNs). This method uses the loss value, instead of its derivative,
for training the model. This enables the method to be applied to samples that cannot be
differentiated or are discontinuous, unlike the backpropagation method. The proposed
method was tested against adversarial examples generated by L-BFGS and FGSM attacks
on the MNIST dataset to assess its performance.

As shown in Table 2, the accuracy reached 96% when the backpropagation was applied
to the benign examples. However, when it was applied to adversarial examples generated
via the L_BFGS method and FGSM for the same model, the accuracies decreased to 57%
and 28%, respectively. For the model trained using the proposed method, the accuracies
of the adversarial examples were 78% and 53% for L_BFGS and the FGSM, respectively,
indicating a significant accuracy improvement.
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Table 2. The results of adversarial tests for two hidden layers artificial neural network trained by the
GLR with different activation and loss functions in [161].

Activations + Entropy Orig. Adv_L_BFGS Adv_FGSM

Sigmoid (trained by BP) 0.96 0.57 0.28

Sigmoid 0.94 0.77 0.45

Threshold 0.93 0.73 0.52

y = |x| 0.94 0.78 0.53

Activations + 0–1 loss Orig. Adv_L_BFGS Adv_FGSM

Sigmoid 0.84 0.76 0.58

Threshold 0.83 0.72 0.57

4.5. Biological Mechanism Model

To explore biological processes that could contribute to adversarial robustness, two
mechanisms present in biological vision systems were proposed and tested against PGD
attacks [159]. The first mechanism involves nonuniform spatial sampling of visual stimuli
by the retina’s photoreceptors, mimicking the exponential decrease in cones’ density in the
eccentric direction, as taken from [156]. The second mechanism is the variation in RFs with
eccentricity to avoid aliasing [157,158,162,163] in V1 neurons. To realize the area of scale
according to each eccentricity of V1 neurons, the authors constructed fovea receptacles
with five frequency bands and estimated a set of scale-space bands in V1. Four models in
Figure 29 were applied to the ResNet-20 and ResNet-18 architectures using the CIFAR-10
and ImageNet datasets, respectively. The first model was the standard CNN, and the
second mechanism was described as “coarse fixations”, which involves roughly focusing
on different regions of the image, simulating the fixation effect in a standard CNN network,
to achieve a cropping effect without flipping the image. The third model was “retina
fixation” to extract nonuniform sampling. The final mechanism was “cortical fixations”,
where the ResNet architecture is separated into multiple independent branches to process
the scales at each eccentricity.
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Figure 29. Standard CNN and its fixation models. The (A) was the standard CNN, and the (B) was
coarse fixations, which involves roughly focusing on different regions of the image. The (C) was
retina fixation to extract nonuniform sampling, and the (D) was cortical fixations, where the ResNet
architecture is separated into multiple independent branches to process the scales at each eccentricity.
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In almost all experiments for all datasets, the results showed that the bio-inspired
mechanisms improved the robustness against adversarial examples with minor modifica-
tions. While the specific model with the most improvement varied, both the retinal and
cortical fixation models had a similar effect. When evaluated on ImageNet 10, the proposed
model had a greater improvement in accuracy when facing PGD attacks compared to
FGSM attacks. This implies that the mechanisms are effective in PGD attacks for improving
robustness, with the retinal and cortical fixation models. However, as the perturbations
grew, the bio-inspired mechanisms showed no notable improvement in robustness.

4.6. CNN-Based Visual Cortex Model

Dapello et al. [164] introduced VOneNet, a hybrid CNN model depicted in Figure 30.
It consists of a fixed-weight neural network called VOneBlock at the front-end, which
emulates the V1 area in the primate visual cortex and follows the linear–nonlinear–Poisson
(LNP) framework, and a CNN-based neural network at the back end. VOneBlock features
biologically inspired Gabor filters, basic and advanced cellular nonlinearities, and proba-
bility generators that mimic V1 neurons. In a white-box attack experiment using the PGD
attack, the author found that accuracy was closely linked to the explained variance. They
also observed that the explained variance in neural activation occurred more frequently
than that in nontrained models, even in models that are hardly affected by adversarial
attacks, such as the adversarially trained ResNet-50. This observation implies that there is
a strong positive correlation between the perturbation in adversarial attacks and the V1
explained variance following the attacks.
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AlexNet. The (A) shows VOneBlock is based on the LNP framework for the V1 area of the primate
visual cortex and includes Gabor filters, basic and advanced cellular nonlinearities, and a generator
of randomness that mimics V1 neurons. The (B) shows the performance analysis of VOneNet.

VOneNet in [157] is a hybrid CNN model consisting of VOneBlock and a back-end
network modeled after a standard CNN, such as ResNet or AlexNet. VOneBlock is based
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on the LNP framework for the V1 area of the primate visual cortex and includes Gabor
filters, basic and advanced cellular nonlinearities, and a generator of randomness that
mimics V1 neurons. VOneBlock has 256 fixed units per spatial location and two types of
neurons: simple and complex cells. The standard CNN is altered by replacing the first
block with VOneBlock and a trained transition layer, resulting in a VOneNet with matching
spatial map dimensions but potentially more channels.

As shown in Figure 31, all the components of VOneBlock contributed to the robustness
of the model against adversarial attacks in a robustness test against PGD attacks when
ResNet-50 was used as the base model. Their main contribution was that VOneNet played
a distinct role against white-box attacks compared with other defense methods. Thus, the
effectiveness of brain-inspired neural networks for defense against adversarial attacks was
demonstrated. In addition, compared with training-based defense methods, which are
known as the strongest defense methods, VOneNet had shorter computation and training
times than any other optimization-based defense methods.
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5. Conclusions

In this review, historically significant deep learning models, adversarial attacks that
generate adversarial examples centered on vision tasks, defense techniques, and robust
brain-inspired models were described. Although many different defense strategies have
been proposed against adversarial attacks with various deep learning models based on
CNNs, many of them are vulnerable to specific types of attacks. The results of these
defenses raise the question of whether a defense strategy against adversarial attacks is
appropriate. The recent focus in research has been on more general robustness strategies,
such as brain-inspired defenses, instead of defenses for specific attacks. A future direction
is to examine properties that can provide a mathematical basis for robustness to adversarial
attacks through a combination of mathematical analysis and empirical experiments.

Ultimately, we have no choice but to ask the question again: “Why is the human brain
robust to adversarial examples?” ANNs related to vision tasks have been developed to mimic
the visual cortex; however, current neural networks have become a separate field from
earlier models. The future of ANNs will emerge from brain-inspired models with the
discovery of new brain neurophysiological functions.
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