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Abstract: Vessel trajectory prediction supports navigation services and collision detection. To main-
tain safety and efficiency in maritime transportation, vessel trajectory prediction is always an im-
portant topic. By using automatic identification system (AIS) data and deep learning methods, the
task of vessel trajectory prediction has made significant progress. However, this task is still full of
challenges due to the complexity of historical information dependencies and the strong influence
of spatial correlations. In this paper, we introduce a novel deep learning model, PESO, based on
the structure of Seq2Seq, consisting of Parallel Encoders and a Ship-Oriented Decoder. The Parallel
Encoders, including the Location Encoder and the Sailing Status Encoder are designed to integrate
more information into feature representation. The Ship-Oriented Decoder is targeted to utilize the
Semantic Location Vector (SLV) to guide the prediction, which better represents the spatial correla-
tion of historical track points. In order to verify the efficiency and efficacy of PESO, we conducted
comparative experiments with several baseline models. The experimental results demonstrate that
PESO is superior to them both quantitatively and qualitatively.

Keywords: vessel trajectory prediction; deep learning; AIS; sequence-to-sequence network; Parallel
Encoders; Ship-Oriented Decoder

1. Introduction

In the past few decades, maritime transportation has increased dramatically with the
constant growth in global trade. It is essential to ensure the the safety and efficiency of the
vessels while sailing. Predicting the next trajectories of a vessel by using automatic iden-
tification system (AIS) data can prevent the incorrect navigation and collisions, avoiding
human casualties, property loss, and environmental pollution. Specifically, vessel trajectory
prediction is a task to predict the following trajectory locations with several historical
track points. Figure 1 shows an example of vessel trajectory prediction. Traditional vessel
trajectory prediction studies are mostly based on simulation and statistical methods, such
as stochastic processes. These methods can predict with moderate accuracy but are limited
by computational consumption and coarse semantic information. With the successful
application of deep learning in many other fields, researchers have begun to utilize deep
learning to predict vessel trajectories.

Deep learning has been widely applied in many scenarios and has achieved remarkable
progress. Numerous studies have proposed deep learning methods to predict vessel
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trajectories in which the prediction process is always considered a time-series regression
task. Some of them use a single recurrent neural network that takes the spatiotemporal
feature information of the track points as inputs and outputs the position information of
the predicted trajectories. In contrast, other studies adopt a Seq2Seq structure consisting of
an encoder and a decoder. The input feature information is embedded by the encoder to
generate high-dimensional representations and transmitted to the decoder for prediction.
These methods obtain more semantic level information than traditional methods, enabling
more accurate predictions. However, due to the complexity of historical information
dependencies and the strong influence of spatial correlations, accurate prediction remains a
challenge. Specifically, the prediction of the track point locations during the following parts
of a voyage often relies on historical trajectory information and is also influenced by the
historical spatial position of the ship. As a result, it is crucial to make the network capture
richer features from historical information and better represent the spatial correlation of
historical track points.
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Figure 1. An example of vessel trajectory prediction. The black ships denote the historical AIS trajecto-
ries. The grey ships denote the prediction results, while the blue ships denote the actual trajectories.

More recently, relying on the technology support from trajectory prediction methods,
most commercial systems can detect collisions and provide navigation services. A predic-
tion with significant deviation will influence the efficiency and safety of the vessels. Several
state-of-the-art methods have been proposed to address the problem. For example, ref. [1]
applies uncertainty quantification in their works, and [2] proposes a network optimized by
a genetic algorithm. Unlike these methods, we propose a novel deep learning model, PESO,
for vessel trajectory prediction, consisting of the Parallel Encoders and the Ship-Oriented
Decoder. The Parallel Encoders are designed to integrate more feature information into
deep representation by using different encoders to obtain multiple features, which include
the Location Encoder and the Sailing Status Encoder. Processing different types of features
with the same encodery will produce more noise and affect the accuracy of prediction. The
Location Encoder embeds the longitude and latitude into representations, while the Sailing
Status Encoder encodes the course, speed, and sailing distance. The Parallel Encoders em-
bed different types of features simultaneously and enrich feature representation, avoiding
the noise inside the features. The Ship-Oriented Decoder is targeted to utilize the Semantic
Location Vector (SLV) of each ship to guide the prediction process, which better represents
the spatial correlation of historical track points. The SLV is the semantic representation
of each vessel, which contains spatial information related to the historical track points of
the vessel. After dividing the map into several grids and obtaining the semantic vector
of each grid by the algorithm of continuous bag-of-words (CBOW) [3], SLV is generated
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by the mean of the semantic vectors of all track points of each ship. The Ship-Oriented
Decoder uses the combination of feature representations from the Parallel Encoders and
SLV as input and outputs the predicted longitude and latitude.

To sum up, the main contributions of this paper can be summarized as follows:

*  We propose a novel deep learning model, PESO, based on a Seq2Seq network for vessel
trajectory prediction, which aims to capture richer features from previous information
and better represent the spatial correlation of historical trajectory points.

*  We develop Parallel Encoders, including Location Encoder and the Sailing Status
Encoder, to capture more information from longitude, latitude, COG, SOG, and sail-
ing distance.

*  We develop the Ship-Oriented Decoder and the Semantic Location Vector (SLV). The
Ship-Oriented Decoder can utilize the SLV to generate accurate prediction results,
which better represent the spatial correlation of historical track points.

¢  We implement comparative experiments with several baseline models. The experimental
results show that our model is superior to them both quantitatively and qualitatively.

2. Related Works
2.1. Seq2Seq Model

The Seq2Seq model is a widely used structure in deep learning, which was proposed
in [4] for machine translation in 2014. A Seq2Seq model includes an encoder and a decoder.
The encoder embeds the input information and generates high-dimensional representation
features. The decoder embeds the representation features from the encoder and outputs
the results.

The Seq2Seq model is widely used in regression tasks. Scholars in [5] proposed a
Seq2Seq architecture for time-series forecasting which is used as a general purpose forecast-
ing method. Ref. [6] proposes an appliance-level load forecasting model of long short-term
memory (LSTM)-based Seq2Seq learning for residential homes in the field of load fore-
casting. Ref. [7] uses the extended deep Seq2Seq long short-term memory regression
(STSR-LSTM) model for wind power forecasting. A nonintrusive load monitoring model is
proposed by [8], which is targeted to address the problems of low accuracy and high mis-
judgment rate of disaggregated power value. An LSTM-based Seq2Seq model is proposed
to forecast with multi-step and make the best use of different input variables in the work
of [9]. Ref. [10] proposes a novel model for energy load forecasting by utilizing recurrent
neural networks (RNN) to obtain time dependencies. A Seq2Seq model with attention
and monotonicity loss (SMAML) is introduced to simultaneously predict and monitor
the tool wear in the work of [11]. A novel Seq2Seq rainfall-runoff model is proposed
in [12]'s work based on LSTM. Ref. [13] proposes a system to predict the future values of
a stock using bi-directional long short-term memory(BiLSTM)-based Seq2Seq modelling.
Ref. [14] proposes a novel method foraue prediction based on a Seq2Seq recurrent neural
network. Ref. [15] develops a Seq25eq learning model for multistep-ahead prediction on
soil temperature and moisture. Ref. [16] presents a deep neural network architecture that
aims to use it in time-series weather prediction. Ref. [17] proposes four Seq2Seq models to
improve runoff prediction performance in ungauged basins.

2.2. Vessel Trajectory Prediction

Vessel trajectory prediction methods based on deep learning are developing rapidly.
Most deep learning models adopt RNN structures. For example, some models are based
on LSTM [18] or gate recurrent unit (GRU) [4]. Ref. [19] proposes an LSTM model for
vessel trajectory prediction combined with the sequence prediction method. Furthermore,
ref. [20] explores BiLSTM, which can enhance more relevance between historical and
future time-series data compared to single LSTM and improve the accuracy. To focus
on the different sections of hidden features of the BILSTM network, ref. [21] introduces
the attention mechanism into the task. In the work of [22], researchers train a single
LSTM model for each type of vessel since the type of a vessel may influence its movement
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characteristics. Using automatic identification system (AIS) data, ref. [23] investigates a
novel approach based on variational LSTM to predict the trajectory of a vessel. Ref. [24]
selects a bi-directional gate recurrent unit (BiGRU) network with less trainable parameters
for estimation. Others are trying to utilize the Seq2Seq frameworks to solve the task. To
address the problem of trajectory prediction with uncertainty quantification, ref. [25]
proposes an attention-based recurrent encoder-decoder model. Ref. [26] presents a method
based on the Seq2Seq model which uses a spatial grid for trajectory prediction. In the
study of [27], a neural Seq25eq model is proposed, which is based on the LSTM encoder—
decoder architecture to capture long-term temporal dependencies of AIS data effectively.
Ref. [28] incorporates both spatial and temporal attention mechanisms and proposes a novel
attention-based LSTM encoder-decoder method on the structure of [27]. Ref. [29] proposes
a Seq2Seq framework based on GRU for short-term prediction. The researchers in [30]
introduce a recurrent encoder-decoder model to address the problem of the presence
of complex mobility patterns. Ref. [31] proposes a novel vessel trajectory prediction
model, which is based on the integrated model of LSTM auto-encode, attention mechanism,
and bi-directional LSTM (AABiL) structure. The researchers in [32] introduce generative
adversarial networks [33] into trajectory prediction, where they use an LSTM Seq2Seq
model as the generator and a naive LSTM as the discriminator. Ref. [34] formulates a
transformer-based model for vessel trajectory prediction which embeds the inputs into
higher-dimensional vectors.

We are committed to a long-term prediction model. The current short-term prediction
models focus on the status of ships in a short period, and the time granularity is less than
20 min. The long-term prediction model is used for long-term prediction, which is more
helpful for collision detection and risk warning in practice.

3. Proposed Method

In this section, we will introduce our proposed method in three aspects. First of all,
we will discuss relative definitions and statements of PESO. Secondly, we will introduce
the data preprocessing process in our model. Finally, we will make a comprehensive
description of our proposed model, PESO, including the Semantic Location Vector, the
Parallel Encoders, the Ship-Oriented Decoder, and the objective function. Note that we
focus on predicting the sequence of five consecutive track points by using a sequence of the
previous ten track points in this paper.

3.1. Definitions and Problem Statements

The aim of PESO is to predict the vessel trajectory based on AIS data. In order to express
the related operations in our method more clearly, we will use the following definitions:

Definition 1. (Vessel trajectory): A track point is defined as a tuple x; = (LON;, LAT;, SOGy, COG;,
DIS;) at the time of t in which x; is composed of longitude LONy, latitude LAT, speed SOGy,
course COGy, and sailing distance D15; respectively, and a vessel trajectory X = (x4,, Xt,,. .., Xt,,)
is defined as a sequence of these points arranged in chronological order where {t;,i = 0,1,2,...,n}
is a set of timestamps.

Definition 2. (Position sequence): Consider the location of a vessel only. A position of a ship is
defined as a tuple y; = (LON;, LAT;) at the time of i, and a position sequence of a ship is defined as
Y =(yl,y2,...,yt) at a timestamps (1,2,...,t).

Definition 3. (Vessel trajectory prediction): Given an observed trajectory X = (x1,%2,...,X¢)
at timestamp (1,2,3, ..., t), the scenario aims to predict the following position state of the vessel
Y = (Yit1, Yit2, - - -, Yeok) at the following timestamps (t+1,t+2,...,t + k).
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3.2. Data Preprocessing

We download the raw AIS data for the southeast and southwest coastal waters of
the United States in the whole year of 2021 on the website (https://marinecadastre.gov/
accessais/ (accessed on 31 December 2021). We conduct comprehensive data preprocessing
on the raw data and use it to train, validate, and test the model. Specifically, raw AIS data
have the issues of data errors and high latency, and the targets are to denoise and cut the
track points with equal time intervals, which can improve the performance of deep learning
models significantly.

The main process includes six steps. Firstly, we separate the trajectory data of different
ships by maritime mobile service identify (MMSI) number, the unique ID of a vessel, and
sort the track points of each vessel by timestamps. Secondly, we delete the duplicate
and anomalous data. After that, we set the time interval of trajectory points to 30 min
and perform cubic spline interpolation [35] on possible track points. Fourthly, we cut the
trajectory into different segments by judging that the distance between three consecutive
trajectory points is less than 100 m. Fifthly, we calculate the value of speed and course for
new interpolated trajectory points. Finally, we normalize longitude, latitude, speed, course,
and sailing distance by the Min-Max Normalization method.

3.3. PESO

The Seq2Seq model has been widely used in regression tasks. A Seq2Seq model
consists of an encoder and a decoder. The encoder embeds the input sequence as semantic
representations, and the decoder maps the representation to the output. Enc and Dec denote
the encoder and decoder, respectively, while Xj;,, and Yy, are the input and output of the
Seq2Seq model, respectively. C is the semantic representation generated by the encoder.

C= EI’lC(X,’n )
Youp = Dec((r,:) @)

We propose a novel trajectory prediction model, PESO, based on the Seq2Seq structure
with Parallel Encoders and a Ship-Oriented Decoder. PESO is composed of three parts as
Figure 2 shows: the Semantic Location Vector, the Parallel Encoders, and the Ship-Oriented
Decoder. The Semantic Location Vector is the semantic representation of each ship on
the grids, containing spatial information related to the ship’s historical track points. The
Parallel Encoders are designed to capture more feature information using different encoders
to obtain multiple feature representations. The Ship-Oriented Decoder is targeted to utilize
the Semantic Location Vector (SLV) of each ship to guide the prediction.
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Figure 2. PESO is composed of a Semantic Location Vector (SLV), Parallel Encoders, and a Ship-
Oriented Decoder. The SLV of a particular ship represents the spatial correlation of its trajectories.
The Parallel Encoders are designed to capture more features by using two different encoders, which
include the Location Encoder and the Sailing Status Encoder. The Ship-Oriented Decoder is designed
to utilize the SLV to guide the decoding process.
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3.3.1. Semantic Location Vector

It is insufficient to consider only the previous ten track points before the current times-
tamp as spatial correlation. In our model, we consider the spatial correlation between the
future trajectory points and the observable historical trajectory points of a vessel, which can
better simulate the navigation process and obtain satisfactory prediction results. Figure 3
shows the workflow of obtaining the Semantic Location Vector. Technically, we mesh the
areas involved in the trajectory points of the vessel in the training set, with 0.1 latitude and
0.1 longitude as a grid. We segment the trajectory according to the mechanism of sliding
windows into several groups. Each group consists of 5 trajectory points (p1, p2, P3, Pa, Ps),
and we calculate the corresponding grid serial number (g1, g2, 3, g4, 5) for each group.
CBOW is an algorithm converting words into vectors in natural language processing, which
predicts the central word from surrounding words. PESO mainly utilizes the CBOW model
to map the grids to 8-dimensional vectors with spatial location semantics. The CBOW
model consists of an embedding layer Embedding and two linear layers Linear .1 and
Linear cpoyp. The embedding layer aims to encode the grid number into an 8-dimensional
vector, and the loss function is the cross-entropy function. The training process can be
summarized as follows:

NPevor = (81,82 845 85)
embpoyy, = Embedding (inpeporw) @)

feay = Relu(Linear}bow(embcbow))
out o = LogSoftmax((Linear?,,,(fear))
where out py,, is the output of CBOW, and emb,p,,, is the semantic vector of the grid

with number of g3. Relu and LogSo ftmax denote nonlinear activation functions, and the
objective function is:

objective p,y, = CrossEntropy(outepow, £3) 3)
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Figure 3. Workflow for obtaining the Semantic Location Vector. First, we divide the sea areas of
our dataset with 0.1 latitude and 0.1 longitude as a grid. Then, we use sliding window to conduct a
training set of a CBOW model. After training, this model can map every grid to an 8-dimensional
semantic vector. Finally, after collecting all the grids corresponding to a vessel, we average the
semantic vectors of these grids to obtain the Semantic Location Vector (SLV).
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When the training process of the CBOW model is completed, we will obtain the
semantic vectors corresponding to each grid on the map. Precisely, for each ship in the
training set, we will obtain the semantic vectors corresponding to all the track points.
Furthermore, we average the semantic vectors of all the track points of a ship to obtain
the Semantic Location Vector of the ship. Take a vessel of ID i as an example, and suppose
there are k track points in total associated with the vessel. The formula can be computed as:

SLV; = Avg(slv',slvh, slvh, .. .slvl) @)

3.3.2. Parallel Encoders

Recurrent neural networks are widely utilized in time-series problems, especially
when the variant LSTM appears. LSTM is an extended variant of RNNs with a forgetting
gate and a memory cell. The network design ensures that LSTM is capable of learning the
long-term temporal dependencies on those time-series data. Normally, an LSTM network
comprises several sections, including input data, hidden state, cell memory, model layer,
and so on. The detailed calculation process of LSTM can be represented by the following
formula, where fi, i, Ct, and h; denote the forget gate, input gate, cell memory, and hidden
state at the time of t, and x¢, C;_1, and h;_; are the input data at the time of t — 1; o is the
sigmoid function, and tanh is the tanh activation function, while W and b are the learnable
parameters in LSTM. x denotes an element-wise product.

ccfe = o(Wy - (hy—1;xt) + by)
iv = o (Wi - (le_1;x1) + by)
Cr = tanh(We - (hy_1; x;) + be)
Ci = fi* Cro1 +irx Cy
or = 0(Wo - (hs—1;xt) + bo)
hy = o x tanh(Cy)

®)

The Parallel Encoders are targeted to make the networks capture more feature infor-
mation by using different encoders, obtaining multiple feature representations. The Parallel
Encoders embed different types of features at the same time, avoiding the noise inside the
features when only an encoder is used, and enrich feature representations. Both encoders
in PESO adopt the network of LSTM with five layers. One is the Location Encoder which is
specifically designed to embed the position into high-dimensional features. The other is
the Sailing Status Encoder, which deals with status information, such as speed, course, and
sailing distance.

The Location Encoder Ej,. sends the input data consisting of normalized longi-
tude and latitude into the network and outputs the hidden state #j,. and cell memory
Cjoc Which contain the location feature. The input sequence of the Location Encoder is
Xioe = (locy;locy; . . . ;locyg), where loc; = (lonj;lat;), i = 1,2,...10, and Xj,. € R10%2,

hlocrcloc = Eloc(Xloc) (6)

The Sailing Status Encoder Ej,;; uses the speed, course, and sailing distance of the
vessel as inputs to the network, outputting hidden state f,;; and cell memory cg,;;. Similarly,
the input sequence of the Sailing Status Encoder is X, = (saily;sailp; . . . ;sailyy), where
sail; = (cog;;sogi;dis;), i = 1,2,...10 and X5 € R19*3. b, and ¢y, represent the sailing
status information of the ship.

hsuil/ Csail = Esail(Xsail) (7)



Appl. Sci. 2023,13, 4307

8 of 20

Note that 1yoc, Cloc, Hogit, and cgqy € RIYersxbatchsizexhidden Einally, for better fusion of
features, we add the hidden states and the cell memories of the two encoders to obtain the
final result:

henc = hloc + hsail

Cenc = Cloc + Csail

®)

3.3.3. Ship-Oriented Decoder

As described above, the Semantic Location Vector is the spatial semantic representation
of each ship’s historical trajectories. The Ship-Oriented Decoder is designed to utilize the
Semantic Location Vector (SLV) of each ship to guide the prediction of the vessel trajectory.
With this approach, we better express the spatial correlation of the predicted trajectories of
each ship. The Ship-Oriented Decoder is composed of five LSTM layers. The decoder takes
SLV, input track points, hey¢, and cepc, generated by the Parallel Encoders as inputs. Finally,
the model outputs the predicted coordinate sequence of five track points. In this paper, we
focus on predicting the longitude and latitude of the following 5 track points by using the
previous 10. Technically, the predicting process during training is different from the testing
and validation period.

The model based on Seq2Seq structure is able to predict multiple points instead of
using a sliding window mechanism. When predicting y; at the time of ¢ during training,
we use y;_1 as the coordinate of the nearest trajectory point, where y; = (lony, lat;) and dec
denote the mapping function of the Ship-Oriented Decoder.

:/l/\t—l = dec(yt—lz SLV, hene, Cenc) (9)
Specifically, the detailed process in Equation (9) is displayed as follows:

Try = concat(y;—1,SLV)
Try = tanh(W - Try + b) (10)
]//\l‘/ (hdeC/ Cdec) = LSTM(f”t/ hene, Cenc)
where LSTM denotes the LSTM layer, ¢t € (11,12,13,14,15), and W, b are the parameters
of a linear layer. In this way, the Ship-Oriented Decoder predicts the position sequence
Y = (11, V12, - - -, 15) with the previous 10 track points Y = (y1;y2; - - .5 Y10)-
While predicting the first track point of the five-length trajectory on the testing or
validation period, we use the tenth position track point y; as input.
ccTey; = concat(yy, Ort)
fell = tanh(W -Tepp + b) (11)
V11, (Mdecs Cec) = LSTM(T\ellx henc, Cenc)
In the next trajectory point prediction, we utilize the previous prediction as part of the
input. The process is concluded in Equation (12).
Te; = concat(ij;—1, Ort)
Te; = tanh(W - Te; + b) (12)
]//\l‘/ (hdeC/ Cdec) = LSTM(fet/ hene, Cenc)

t € (12,13,14,15).

3.3.4. Objective Function

The objective function of a deep learning method is always closely related to the perfor-
mance, generalization, and robustness of the model. The PESO adopts Root Mean Square Er-
ror (RMSE) [36] as the objective function. Suppose that V represents the set of all vessel tra-
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jectories with a length of 15 on the training set. For any trajectory
v = (XY YY) in V, the first ten trajectory points are XV = (x7,x7,...,x%;), and the next five
are Y’ = (y31,Y3p, - - - Yi5)- At the same time, the predicted sequence is Yo = 1, Y12 - - - Uis5)-
The loss function is displayed on the following Equation (13).

L= \/lenl(v) i (Yo — Yv)? (13)

veV

4. Experiments

In this section, we conducted numerous experiments to validate the efficiency and
efficacy of PESO, both quantitatively and qualitatively. Specifically, we will first introduce
the experiment settings, including the hyperparameters and experimental environment, the
dataset, the baseline models, and the evaluation metric. Then, we will show the quantitative
comparison results and corresponding analysis between our method and other baseline
models. After, we will conduct an ablation study on the model features to verify the validity
the model’s validity. Finally, we will display several case studies to show the prediction
accuracy of PESO visually.

4.1. Experiment Settings
4.1.1. Dataset

We downloaded the raw AIS data from the southeastern and southwestern coastal
waters of the United States for the year 2021 on the website for training, validation, and
testing. The geographical range is 59.56° to 125.35° east longitude and 20.91° to 49.21°
north latitude. The eastern area is from 62.47° to 125.35° east longitude and 20.91° to 49.21°
north latitude, while the western area is 59.56° to 79.9° east longitude and 25° to 45.53°
north latitude. There are 68 types of vessels and 28,645 vessels in total, which include
60 types and 15,496 vessels in the eastern area, and 62 types and 20,497 vessels in the
western area. The original AIS data contain information of MMSI, longitude, latitude,
speed, course, departure time, departure port, and so on. We comprehensively preprocess
the raw AIS data, including classifying, denoising, dividing time intervals, and segmenting.
After data preprocessing, there remain 34,142 trajectories, 33,652 vessels, and 50 types of
ships. We divide the normalized trajectory data into three datasets, training, validation,
and testing. Specifically, the training, validation, and testing sets contain 27,313, 3046,
and 3027 trajectories, respectively. The trajectories of the three datasets contain the vessel
numbers of 6927, 1633, and 1615.

4.1.2. Hyperparameters and Experimental Environment

Based on relevant research and experience, we selected the following parameter
settings: The baseline models are trained by 100 epochs and save the one with the best
valuation performance, and the optimizer is set as Adam [37] with a learning rate of 0.001
and weight decay of 0.0. Moreover, the batch size in our experiments is set to 128, and
hidden layers in LSTM are set to 64. PESO and the baselines are implemented in the
environment of Python 3.6.9 under the deep learning framework of PyTorch. We train the
models on the server with the Ubuntu operating system with an NVIDIA GeForce RTX
3090Ti GPU.

In order to obtain optimal hyperparameters, such as the training epochs and the
network layers, we conducted the following experiments. Considering time and computa-
tional consumption, we conducted the exploration experiments on hyperparameters within
a limited circumstance. We learned the changing trend of training loss and testing loss
during training in 100 epochs and try to find the optimal epochs. The details are shown in
Figure 4, where we can learn that the losses decrease as the number of epochs increases.
We chose to ultimately train 100 epochs. Meanwhile, we explored the impact of the number
of LSTM layers in PESO. Table 1 shows the evaluation metrics of PESO under different
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layers. After comprehensive consideration, we adopted a five-layer LSTM in both encoder
and decoder.

0.014

Training Loss

—— Testing Loss
0.012

0.010 |

0.008

RM SE

.006

0.004 -

0.002

0. 000

0 20 40 60 80 100
Epochs

Figure 4. The details of training loss and testing loss during the the training process. The X-axis
represents the number of training epochs, and the Y-axis represents the RMSE loss value.

Table 1. Explorations on the numbers of LSTM layers under the metrics of RMSE, MAE, ADE,
and FDE. Note that 1 layer represents that the number of LSTM layers of encoder and decoder in
PESOis 1.

Model RMSE MAE ADE FDE

1 layer 0.000525 0.000369 0.000581 0.000865
2 layers 0.000614 0.000452 0.000699 0.001008
3 layers 0.000476 0.000325 0.000565 0.000774
4 layers 0.000469 0.000316 0.000542 0.000695
5 layers 0.000466 0.000327 0.000523 0.000681

4.1.3. Baselines

To evaluate the performance of PESO, we make a comparison with several baseline
models. RNN baselines models are utilized to predict the 5-track points in a sliding window
manner with an input sequence of the previous 10 track points. When the RNN baseline
predicts the first track point in the testing period, the process is shown in Equation (14).
Note that Y19 = (1,2, - - -, Y10), Y11 is the predicted track point, and 0 is the hidden state
vector and cell memory.

Y11 = RNN(Y19,9) (14)

The twentieth trajectory point is shown in Equation (15) where Y11 = (2, Y3, - - -, Y10, U17)-

Y12 = RNN(Y11,6) (15)

So we follow the rest of the sequence, and finally, we obtain the output Yran =
(Y11, Y12, - - - Y15)- The seq2seq models in our baselines also predict a sequence of 10 position
points but not in a recursive way:.

(1) LSTM. An RNN variant is composed of five layers.

(2) BiLSTM. An RNN variant is composed of five bidirectional layers.
(3) GRU. Similar to LSTM.

(4) BiGRU. Similar to BiGRU.
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(5) LSTM-LSTM. A Seq2Seg-based model with five LSTM layers in the encoder and the
decoder. LSTM-LSTM and PESO are both LSTM as the encoder and LSTM as the
decoder. The difference is that the input of baseline LSTM-LSTM is longitude and lat-
itude, while PESO’s input includes multiple semantic features and an oriental vector.

(6) BILSTM-LSTM. A Seq2Seq-based model with five BILSTM layers in the encoder and
five LSTM layers in the decoder. respectively.

(7) GRU-GRU. Similar to LSTM-LSTM.

(8) BiGRU-GRU. Similar to BILSTM-LSTM.

In addition to RNN-based and Seq2Seq-based methods for trajectory prediction, this
paper also considers time-series models. These models include traditional models and deep
learning models: Autoregressive Integrated Moving Average model (ARIMA) [38], Kalman
Filter [39], Vector Auto-Regression model (VAR) [40], and Spatial and Temporal Normaliza-
tion (ST-Norm) [41]. Note that the ARIMA, Kalman Filter, and VAR are traditional methods,
while ST-Norm is based on neural networks.

(1) ARIMA. A statistical time-series forecasting model.

(2) Kalman Filter. A linear optimal estimation model.

(3 VAR. A statistical model for multivariate time-series prediction.
(4) ST-Norm. A deep learning model for time-series forecasting.

4.1.4. Evaluation Metrics

We evaluate the performance of the model in our experiments by using the four
metrics: Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Final Displacement
Error (FDE), and Average Displacement Error (ADE). RMSE is targeted to measure the
stability of prediction accuracy and MAE is to evaluate the prediction ability of a model,
while ADE and FDE represent the average Euclidean errors between the predicted positions
and true ones.

RMSE =

S|

n
Y (yk — 7)?
=1

1 & ~
MAE = P Z ||yk —]/k”l
k=1 (16)

1 & ~
ADE = Y vk — Vil
=1

1 & T T
FDE = — Iy
nT;H% bi ll2

Note that # is the total number of predicted track points, and n7 is the total number
of trajectories; yx and ¥j; denote the real position and the corresponding predicted result,
respectively, for the k-th track point; y! and 7 represent the real position and the predicted
position for the last track point of each trajectory; || - ||; is one norm, and || - || denotes
Euclidean distance. The smaller the value of the metrics, the more accurate the model’s
prediction. Note that y; and 7y are the real and predicted data, respectively, normalized by
Min-Max Normalization method for longitude and latitude. The Min-Max Normalization
method can be formulated in the following part:

Xt = tmin (17)

where x € X, Xjuax, Xpmin denote the maximum and minimum value in X, respectively, x is
the original data, and x* is the normalized data.
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4.2. Model Performance Comparison
4.2.1. Comparison Results with Baselines

We conducted comparative experiments on baseline models and PESO on RMSE,
MAE, and ADE. The LSTM, BiLSTM, GRU, and BiGRU in baselines predict the continuous
sequences in sliding window mode, while the other four Seq2Seq models do not. The
experimental results under the metric of RMSE, MAE, and ADE are displayed in Table 2,
Table 3 and Table 4, respectively. We conducted experiments in 5 scenarios where we
predicted from 1 to 5 points using the previous 10 track points. We can see that our model
is not the best in the first scenario. We attribute this result to the reason that some baseline
models, such as GRU-GRU, have advantages in processing short-track sequences. In the
next four scenarios, our model is superior to the baseline models under the three metrics.
On the task of long-term prediction, PESO outperforms baselines without doubt.

Meanwhile, considering that trajectory prediction task is also a forecasting problem
of time series, we compared PESO with several time-series forecasting models, including
traditional methods and deep learning models: ARIMA, Kalman Filter, VAR, and ST-Norm,
and the comparison results are displayed in Table 5. As we can see from the table, our
proposed model is superior to the other time-series forecasting models in four different
measurements. We attribute these results to the application of more prior information and
the construction of strong spatiotemporal correlation. Different from time-series models
utilizing position sequences only, PESO benefits from more prior information, such as speed,
travel distance, ship type, and the strong ability to construct spatiotemporal correlations of
historical track points.

Table 2. Comparison results with baselines under the metric of RMSE. Here, 10—>5 represents the
RMSE value of 5 prediction trajectories through 10 historical trajectories.

Model Name 10—>1 10—>2 10—>3 10—>4 10—>5
LSTM 0.000389 0.000539 0.000728 0.000929 0.001130
BiLSTM 0.000499 0.000643 0.000823 0.001015 0.001210
GRU 0.000395 0.000542 0.000730 0.000929 0.001130
BiGRU 0.000434 0.000570 0.000750 0.000944 0.001141
LSTM-LSTM 0.000380 0.000499 0.000658 0.000844 0.001054
GRU-GRU 0.000326 0.000559 0.000848 0.001163 0.001494
BiGRU-GRU 0.000730 0.000819 0.000938 0.001136 0.001447
BiLSTM-LSTM 0.000571 0.000596 0.000662 0.000747 0.000864
PESO 0.000333 0.000351 0.000378 0.000417 0.000466

Table 3. Comparison results with baselines under the metric of MAE. Here, 10—>5 represents the
MAE value of 5 prediction trajectories through 10 historical trajectories .

Model Name 10—>1 10—>2 10—>3 10—>4 10—>5
LSTM 0.000319 0.000415 0.000532 0.000656 0.000780
BiLSTM 0.000380 0.000478 0.000593 0.000714 0.000836
GRU 0.000324 0.000419 0.000532 0.000653 0.000774
BiGRU 0.000341 0.000430 0.000541 0.000660 0.000781
LSTM-LSTM 0.000299 0.000379 0.000483 0.000605 0.000740
GRU-GRU 0.000257 0.000403 0.000581 0.000774 0.000978
BiGRU-GRU 0.000579 0.000640 0.000718 0.000841 0.001021
BiLSTM-LSTM 0.000458 0.000470 0.000510 0.000559 0.000623

PESO 0.000259 0.000267 0.000283 0.000303 0.000327




Appl. Sci. 2023,13, 4307 13 of 20

Table 4. Comparison results with baselines under the metric of ADE. Here, 10—>5 represents the
ADE value of 5 prediction trajectories through 10 historical trajectories .

Model Name 10—>1 10—>2 10—>3 10—>4 10—>5
LSTM 0.000493 0.000651 0.000842 0.001043 0.001245
BiLSTM 0.000611 0.000769 0.000956 0.001152 0.001350
GRU 0.000495 0.000650 0.000839 0.001037 0.001238
BiGRU 0.000528 0.000677 0.000860 0.001056 0.001254
LSTM-LSTM 0.000462 0.000587 0.000748 0.000935 0.001139
GRU-GRU 0.000399 0.000649 0.000953 0.001290 0.001649
BiGRU-GRU 0.000914 0.000995 0.001096 0.001256 0.001499
BiLSTM-LSTM 0.000740 0.000753 0.000818 0.000900 0.001007
PESO 0.000412 0.000429 0.000453 0.000484 0.000523

Table 5. Comparison results with time-series forecasting models under four metrics of RMSE, MAE,
ADE, and FDE. The experiments were conducted in the most typical scenario in this paper: predicting
the following 5 track points with the previous 10.

Model Name RMSE MAE ADE FDE
PESO 0.000466 0.000327 0.000523 0.000681
ARIMA 0.001977 0.001675 0.002708 0.003318
Kalman Filter 0.000783 0.000643 0.000989 0.001664
VAR 0.004251 0.002924 0.004701 0.010152
ST-Norm 0.000992 0.000720 0.001133 0.001498

4.2.2. Exploration on Seq2Seq Structure of PESO

At the same time, we explored several experiments on composition structure of the
encoder and decoder in PESO to obtain the best performance, including PESO-BiLSTM-
LSTM, PESO-GRU-GRU, PESO-BiGRU-GRU, and PESO. As -Table 6 shows, the smallest
values of four metrics, RMSE, MAE, ADE, and FDE, are obtained from the structure of
PESO, which consists of a Seq2Seq structure of LSTM-LSTM.

Table 6. Exploration results on different Seq2Seq structure.

Model Name Enc Dec RMSE MAE ADE FDE
PESO LSTM LSTM 0.000466 0.000327 0.000523 0.000681
PESO-GRU-GRU GRU GRU 0.000552 0.000399 0.000646 0.000817

PESO-BiGRU-GRU BiGRU GRU 0.000531 0.000387 0.000617 0.000766
PESO-BiLSTM-LSTM  BiLSTM  LSTM 0.000511 0.000380 0.000562 0.000704

4.2.3. Quantitative Analysis

To further explore the detailed prediction error, we performed experiments from
the first to the fifth track point and calculated the metrics of RMSE, MAE, and FDE. The
prediction results are displayed in Tables 7-9.

Table 7. Quantitative results on each track point under the metric of RMSE.

Model Name First Second Third Fourth Fifth
LSTM 0.000389 0.000649 0.001000 0.001359 0.001710
BiLSTM 0.000499 0.000757 0.001092 0.001441 0.001785
GRU 0.000395 0.000651 0.001000 0.001358 0.001708
BiGRU 0.000434 0.000672 0.001011 0.001366 0.001712
LSTM-LSTM 0.000380 0.000592 0.000893 0.001245 0.001639
GRU-GRU 0.000326 0.000719 0.001235 0.001801 0.002396
BiGRU-GRU 0.000730 0.000897 0.001133 0.001574 0.002280
BiLSTM-LSTM 0.000571 0.000618 0.000772 0.000952 0.001210

PESO 0.000333 0.000367 0.000425 0.000511 0.000620
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Table 8. Quantitative results on each track point under the metric of MAE.
Model Name First Second Third Fourth Fifth
LSTM 0.000319 0.000511 0.000767 0.001026 0.001276
BiLSTM 0.000380 0.000577 0.000823 0.001075 0.001322
GRU 0.000324 0.000513 0.000760 0.001013 0.001261
BiGRU 0.000341 0.000519 0.000763 0.001017 0.001266
LSTM-LSTM 0.000299 0.000458 0.000693 0.000971 0.001279
GRU-GRU 0.000257 0.000549 0.000937 0.001354 0.001795
BiGRU-GRU 0.000579 0.000701 0.000874 0.001211 0.001738
BiLSTM-LSTM 0.000458 0.000482 0.000589 0.000709 0.000877
PESO 0.000259 0.000278 0.000314 0.000362 0.000426
Table 9. Quantitative results on each track point under the metric of FDE.
Model Name First Second Third Fourth Fifth
LSTM 0.000493 0.000809 0.001225 0.001646 0.002052
BiLSTM 0.000611 0.000927 0.001330 0.001740 0.002140
GRU 0.000495 0.000805 0.001216 0.001634 0.002040
BiGRU 0.000528 0.000825 0.001228 0.001643 0.002046
LSTM-LSTM 0.000462 0.000711 0.001071 0.001494 0.001955
GRU-GRU 0.000399 0.000899 0.001561 0.002299 0.003087
BiGRU-GRU 0.000914 0.001077 0.001296 0.001737 0.002469
BiLSTM-LSTM 0.000740 0.000766 0.000947 0.001147 0.001436
PESO 0.000412 0.000446 0.000501 0.000578 0.000681

In these three tables, we can see that the baseline models have advantages in predicting
the first track point, but PESO outperforms other models in the prediction of the next track
points, and the prediction errors of all models obviously increase from the first to fifth
points. That is because from the first prediction to the last, the amount of information
available for a single prediction is obviously decreasing. RNN-baseline models, such as
LSTM, use a sliding window manner to predict, which will gradually increase the error
and accumulate inaccuracy for each prediction. Seq2Seq-baseline models, such as BILSTM-
LSTM, are capable of predicting several points at one time, reducing the tendency of the
increasing error compared to RNN-baseline models.

Our proposed model, PESO, is specially designed with Parallel Encoders and a Ship-
Oriented Decoder. The Parallel Encoders are targeted to capture more feature information
by using different encoders to obtain multiple feature representations, which include the
Location Encoder and the Sailing Status Encoder. The Parallel Encoders embed different
types of features at the same time, avoiding the noise generation of different types of
features and enriching feature representation. The Ship-Oriented Decoder utilizes the
Semantic Location Vector (SLV) of each ship to guide the prediction, which better represents
the spatial correlation of trajectory points. The above two advantages make the proposed
PESO model superior to other models.

4.3. Ablation Study

In order to explore each component of PESO, we performed ablation studies on the
proposed method. We conducted five groups of different experiments, which are introduced
in the following part:

1. Without SOG, COG, and DIS. Delete the speed, course, and sailing distance on the
input of the Sailing Status Encoder of the Parallel Encoders;
2. Without SOG. Delete the speed on the input of the Sailing Status Encoder of the

Parallel Encoders;

3. Without COG. Delete the course on the input of the Sailing Status Encoder of the

Parallel Encoders;
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4. Without DIS. Delete the sailing distance on the input of the Sailing Status Encoder of
the Parallel Encoders;

5. Without SLV. Delete the Semantic Location Vector on the input of the Ship-Oriented
Decoder.

Table 10 shows the ablation results. We evaluated the performance under the metrics
of RMSE, MAE, ADE, and FDE. It is obvious that the prediction accuracy will drop sharply
without the sailing status information of a ship. The course of the vessel determines the
direction of the following sailing status to a great extent, and the prediction accuracy will
have a negative effect without the nearest course information. Sailing distance and speed
denote the endurance and oil storage of a ship. Without these, the sailing status of a ship is
not fully expressed, and the prediction performance of the model will be affected. We can
also see from the table that the Semantic Location Vector plays a positive role in guiding
the prediction process. The Semantic Location Vector in our model better represents the
spatial correlation between a ship’s historical trajectory points and forecast ones. Naturally,
without the Semantic Location Vector as the guidance information of the decoder, the
model will have poor performance. To sum up, the current feature selection of the model is
conducive to improving the prediction effect.

Table 10. Ablation studies under the metrics of RMSE, MAE, ADE, and FDE.

Ablation RMSE MAE ADE FDE
PESO 0.000466 0.000327 0.000523 0.000681
w/0o COG&SOG&DIS 0.000801 0.000576 0.000921 0.001344
w/o COG 0.000554 0.000385 0.000621 0.000841
w/o SOG 0.000486 0.000342 0.000540 0.000728
w/o DIS 0.000474 0.000343 0.000542 0.000711
w/o SLV 0.000492 0.000355 0.000563 0.000719

4.4. Case Study

To better demonstrate the visual effect of model prediction, we performed several
case studies in this part. Specifically, based on the quantitative prediction results, we
expanded on more qualitative results. We display the experiment results of the predicted
trajectory in pictorial form in the following parts, which include visual results comparing
the baselines, visual results of exploration on the Seq2Seq structure of PESO and qualitative
ablation results.

4.4.1. Visual Result Comparing with Baselines

In order to show the prediction results more clearly, we selected the optimum models
in RNN baselines and Seq2Seq baselines based on Tables 2 and 3. LSTM is shown in green
lines and BiLSTM-LSTM in purple lines, respectively. We chose three trajectories with
15 random lengths, while 10 track points were for input and 5 for output. The image
in Figure 5 shows the visual comparison results on three different trajectories, where
the difficulty of the prediction increases gradually. The yellow lines with arrows are the
predictions by PESO, while green and purple denote the results of LSTM and BiLST-LSTM,
respectively. Blue lines are input trajectory points, and red lines are real ones. As we can
see from the images, the trajectories in Figure 5a,b are steady, where PESO is the closest
to the real trajectories and performs better than others. Both prediction results by LSTM
and BiLSTM in Figure 5a,b are in the wrong directions. In a much more complex scenario
in Figure 5¢, the other predictions are confusing, while ours is still close to the real one.
In reality, incorrect predictions easily cause accidents. Note that the predicted results by
PESO are superior to others in the task of vessel trajectory prediction and are able to avoid
secure problems.
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(c)

Input trajectory points ~——————» Real trajectory points PESO —— LSTM ———> BILSTM-LSTM

Figure 5. The visual comparison of different baselines and PESO. The difficulty of prediction increases
gradually from (a—c). PESO outperforms other models in all scenarios.

4.4.2. Visual Result of Exploration on Seq2Seq Structure of PESO

In order to visually show the prediction effects under different Seq2Seq structures,
we chose three trajectory sequences randomly. We compared the prediction trajectories
with three other models visually, which are PESO-BiLSTM-LSTM, PESO-GRU-GRU, and
PESO-BiGRU—GRU. As Figure 6 shows, our model in the LSTM-LSTM structure is more
robust in complex scenarios which can avoid accidents. PESO has the ability to predict the
track points close to the real ones.

Input trajectory points ————— Real trajectory points PESO ——————+ PESO-BiGRU-GRU —————— PESO-GRU-GRU ~————% PESO-BiLSTM-LSTM

Figure 6. The visual comparison of different structures of PESO. The difficulty of prediction increases
gradually from (a—c). As we can see from the figures, PESO (with LSTM-LSTM) can obtain the best
prediction results.

4.4.3. Qualitative Ablation Results

To better present the experimental results visually before and after ablation, we per-
form a detailed case study in the same trajectory. There are five experiment results on
course, speed, sailing distance, and Semantic Location Vector. Moreover, the results are
displayed in the five different images. To be precise, we present the visual results of four
trajectories on a single image, including input track points, label trajectories, and prediction
results before and after ablation. Specifically, in each image, it is clear that the yellow curve
and the real trajectory almost overlap.

Figure 7 displays the difference with and without the course, speed, and sailing
distance in a PESO model. We notice that the prediction results have serious problems in
direction and distance without course, speed, and sailing distance of a ship. That is because
the model cannot rely only on longitude and latitude to judge the following status. Figure 8
denotes the comparison result with and without course features in a turning corner. The
prediction by PESO without a course is in the wrong direction and getting far away from
the real one and the yellow one. This is probably because PESO, without course, is unable
to identify the sailing direction of the vessel. Figure 9 denotes the comparison result of
speed. We suppose that the speed feature helps the model recognize current sailing status.
Without speed, the model can easily make a wrong estimation on each timestamp. The
PESO model without distance is unable to grasp the sailing distance in every timestamp
and makes incorrect predictions in Figure 10. Figure 11 shows the visual comparison
results of the Semantic Location Vector. The Semantic Location Vector maintains the spatial
correlation between historical and predicted track points. Without the Semantic Location
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Vector as guidance information for the decoder, the model can easily generate inaccurate
predictions due to poor spatial correlation.

Input trajectory points ——————» Real trajectory points

PESO —— PESO without COG, SOG and DIS

Figure 7. The influence of the sailing status information. The yellow and green lines are prediction
results of PESO with and without sailing status information, respectively.

Input trajectory points —————» Real trajectory points
PESO

PESO without COG

Figure 8. The influence of the COG information. The yellow and green lines are prediction results of
PESO with and without COG information, respectively.

Input trajectory points ——————» Real trajectory points

PESO ————» PESO without SOG

Figure 9. The influence of the SOG information. The yellow and green lines are prediction results of
PESO with and without SOG, respectively.
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Input trajectory points —————» Real trajectory points

PESO ———» PESO without DIS

Figure 10. The influence of the distance information. The yellow and green lines are prediction
results of PESO with and without distance information, respectively.

Input trajectory points —————» Real trajectory points

PESO ————» PESO without SLV

Figure 11. The influence of the SLV. The yellow and green lines are prediction results by PESO with
and without SLV, respectively.

From these ablation studies, the accuracy and robustness of the predicted trajectory
by PESO are beyond doubt. Moreover, the conducted experiments illustrate that PESO is
always capable of predicting satisfying track points.

5. Conclusions

In this paper, we propose a novel trajectory prediction PESO model. PESO consists
of Parallel Encoders, a Ship-Oriented Decoder, and a Semantic Location Vector (SLV). The
Parallel Encoders are designed to capture more information in feature representation. The
Ship-Oriented Decoder is targeted to utilize the SLV to guide the prediction, which better
represents the spatial correlation of historical track points. We conducted comparative
experiments on several baseline models; the results show that the proposed PESO model
outperforms others, both quantitatively and qualitatively. However, it still has some limita-
tions. The data processing of PESO in real-time prediction increases the time consumption.
In addition, PESO needs further verification when dealing with more complex scenarios.

6. Future Works

In this study, we focus on enhancing the structure of Seq2Seq networks. In our future
works, we will try to adopt other outstanding structures, such as Transformer. Meanwhile,
there are many other factors which influence the movement of a vessel. In addition to the
factors mentioned in this paper, there are the parameters of the kinematic model of the
vessel, the fairway line and its safe width in a given section of movement, the coastline
model, etc. In future work, we will add more influencing factors to the modeling process
and attempt to conduct further research in a more complex situation.
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Abbreviations

The following abbreviations are used in this manuscript:

AIS Automatic Identification System

Seq2Seq  Sequence-to-Sequence Network

PESO the Parallel Encoders and the Ship-Oriented Decoder model
CcOoG Course Over Ground

SOG Speed Over Ground

SLV the Semantic Location Vector

CBOW  Continuous Bag-of-Word
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