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Abstract: Breast cancer is a serious medical condition that requires early detection for successful
treatment. Mammography is a commonly used imaging technique for breast cancer screening, but its
analysis can be time-consuming and subjective. This study explores the use of deep learning-based
methods for mammogram analysis, with a focus on improving the performance of the analysis
process. The study is focused on applying different computer vision models, with both CNN and ViT
architectures, on a publicly available dataset. The innovative approach is represented by the data
augmentation technique based on synthetic images, which are generated to improve the performance
of the models. The results of the study demonstrate the importance of data pre-processing and
augmentation techniques for achieving high classification performance. Additionally, the study
utilizes explainable Al techniques, such as class activation maps and centered bounding boxes, to
better understand the models’ decision-making process.
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1. Introduction

Being the most common type of cancer in the world, breast cancer (BC) caused over
2.3 million cases and more than 685,000 deaths in 2020 [1]. It continues to have a profound
impact on the global number of deaths caused by a type of cancer as it is one of the most
prevalent forms of this condition [2], especially for women.

BC corresponds to cell alteration in the breast tissue, dividing irregularly, resulting
in tumors; it is mostly perceived as a painless protuberance or a thickened region in the
breast. There are three main categories of BC: “Invasive Carcinoma”, which is the most
predominant type, “Ductal Carcinoma” and “Invasive Lobular Carcinoma”. An early
detection of any abnormal sign or any potential symptom can drastically influence the
treatment of BC.

BC is considered a challenging condition as it is correlated to multiple factors, such
as gender, genetics, climate or daily activities. Early screening of this disease is the most
effective path towards fighting it; embedding Al technologies into the screening methods
may drastically influence the early diagnosis and increase the treatment success rate.

In the recent years, there has been a continuous interest in this domain that may
materialize into an encouraging future. ML, a subtype of Al, comprises a series of com-
putational algorithms that integrate extracted image features in order to assist the disease
outcomes. DL is the most recent domain of ML and it is based on artificial neural networks
for classifying and recognizing images.

Medical imaging methods play a critical role in the early diagnosis of BC and in
reducing the number of deaths caused by this disease. Different screening programs have
been established in order to detect breast cancer in the early stages, facilitating an enhanced
treatment along with increased survival rates. Additionally, BC imaging methods are
crucial for monitoring or assessing the treatment and represent an essential part in clinical
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protocols as they can provide a broad range of relevant information based on the changes
in morphology, structure, metabolism or functionality levels.

The contribution of this paper to the literature is twofold: (a) To provide a critical
review of medical imagining techniques for BC detection, as well as the deep learning
methods for BC detection and classification; (b) To present the experimental study proposed
for the detection of BC based on several deep learning techniques on mammograms.

The innovative approach is represented by the generation of synthetic images which
involves augmenting the dataset with realistic digital breast images using ML algorithms
that can mimic the appearance of actual mammograms. By training the algorithm on a
large dataset of real mammograms, it can learn to create new images that have similar
characteristics to real images, including breast density and tissue structures. This approach
proved its potential for improving the accuracy of breast cancer classification.

The content of the paper is organized as follows: A critical review of the current
methods for the early detection of BC is presented in Section 2. The materials and methods
used for the study are presented in Section 3, followed by the results in Section 4. Section 5
encompasses the discussion of the main findings of our paper and some conclusions are
drawn in Section 6. The references are also included at the end of the manuscript.

2. Review of Medical Imaging Techniques for BC Detection

As medical imaging techniques are a valuable source for BC detection, there is an
enormous interest in the use of digital technologies to sustain an early diagnosis of this
condition. The most used methods for BC identification are based on the detection of
calcifications which are represented by calcium deposits inside the breast tissue [3]. We
analyze below the most common types of medical imaging techniques for BC diagnosis,
as well as deep learning methods for BC detection and classification.

2.1. Medical Imaging Techniques for BC Diagnosis
2.1.1. Mammography

Considering its sensitivity to breast calcifications, mammography, one of the most
accurate screening procedures, reached superior results in identifying micro-calcifications
or agglomerations of calcifications. The detection of suspicious micro-calcifications using
mammography represents one of the earliest signs of a malignant breast tumor. A mam-
mogram is a low-dose X-ray technique that is able to detect the subtle changes, including
structural deformations and bi-lateral asymmetry together with other anomalies (e.g.,
calcifications, nodules, densities) [4].

The mammography procedure is considered an essential tool for screening and for
diagnostics. A screening mammogram comprises two visualizations of each breast, and it
is highly recommended for women aged 40 years old or over. If suspicious regions are
detected in the mammogram, additional mammograms need to be considered. A screening
mammogram is performed in order to assess the breast tissue for any abnormalities and to
establish a foundation for future investigations.

Compared to screening, a diagnostic mammogram is applied when there is a need for
an accurate diagnosis. In this case, when there is any evidence of a lump or small tumor,
a more focused investigation is conducted. A diagnostic mammogram is also performed
when a specific region of the breast is being followed over a period of time [5]. Diagnostic
mammograms provide much more information based on the acquired additional images
that also include spot compression or spot compression with magnification [6] and can also
offer a broader insight into the detected malformations during the screening phase.

2.1.2. Ultrasound

Compared to the previous medical imaging technique, ultrasound images are mo-
nochrome, with low resolution and can effectively differentiate cysts from solid masses,
whereas mammography cannot. However, the malignant areas in ultrasound imaging
are visualized as irregular shapes with blurred edges. The presence of speckle noise,
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an underlying property of the ultrasound imaging technique, also downgrades the images’
performance as it reduces their resolution and contrast [7].

2.1.3. Magnetic Resonance Imaging (MRI)

MRI is a non-invasive medical imaging technique that uses a magnetic field and radio
waves to produce detailed cross-sectional images of the organs and monitored tissues.
Breast MRI is recognized as the technique with the greatest sensitivity when compared
to other screening tests as it projects the shape, size, and position of the specific tumors.
However, it is a time-consuming and expensive procedure.

2.1.4. Histopathology

Histopathological evaluation is a microscopic examination of the organ’s tissue [8]. It is
considered the gold standard for BC assessment as it provides the phenotypic information
which is crucial for BC diagnosis and treatment. At the same time, there are constraints
regarding histopathology images for breast cancerous cells in terms of high coherence, high
intra-class and low inter-class differences.

2.1.5. Thermography

Another medical imaging model is represented by breast thermography. It is based
on the increased quantity of heat produced by the malignant cells which may indicate
significant anomalies at the breast level. Thermal imaging is considered a non-invasive
and non-contact technique and is efficient in early detection of BC. Additionally, it was
observed that this imaging modality can help in advancing the diagnosis of BC 8-10 years
earlier than other medical imaging techniques. However, it only alerts the patient regarding
certain changes, but the proper diagnosis is efficiently performed afterwards.

Nevertheless, in most cases, BC is often detected after the symptoms appear which
delays the adoption of the proper treatment. This may lead to reaching an advanced phase
and increasing the risk of BC degeneration. Thus, a series of strategies and studies have
been continuously developed in order to detect BC early.

2.2. Deep Learning Methods for BC Detection and Classification

Artificial intelligence (Al) has started to play a major role in diagnosis and decision-
making procedures in the medical field. Many applications are based on machine learning
(ML) or deep learning (DL) techniques for classification, identification or segmentation of
BC. While mammography is the most commonly used screening method, it has limitations,
such as low sensitivity, particularly for women with dense breast tissue. To address this
issue, researchers have explored the use of synthetic images generation to improve breast
cancer detection.

DL techniques can handle large amounts of data and automatically extract features by
analyzing high-dimensional and correlated data efficiently. DL models have been utilized
and evaluated for the identification and prognosis of BC, and have shown promising
results. Therefore, Al in BC screening and diagnosis involves object segmentation and
tumor classification (benign or malignant); it has proved to be an impressive tool for cancer
treatment. The reviewed studies are divided into three categories, based on their proposed
approaches—transfer learning & data augmentation, feature extraction & multiple model-
based architectures and generative adversarial networks.

2.2.1. Transfer Learning and Data Augmentation

Boudouh et al. [9] proposed a tumor detection model using transfer learning and
data augmentation to prevent overfitting. They used three pre-trained CNN architec-
tures: AlexNet, VGG16, and VGG19 on a dataset of 4000 pre-processed images from two
databases (Digital Database for Screening Mammography—DDSM and Chinese Mammog-
raphy Database—CMD). A data augmentation approach was applied to improve model
quality. AlexNet and VGG16 achieved great performances: between 99.5% and 100% accu-
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racy, respectively, with trainable layers. However, using the models without training the
specified layers led to poor performances and insufficient results.

An end-to-end training technique with a DL-based algorithm to classify local image
patches was proposed in [10]. They trained a patch classifier using DDSM, a fully annotated
dataset with regions of interest (ROI), and then transferred the learning to the INbreast
dataset [11]. VGG-16 and ResNet-50 were used as classifier models in two steps: patch
classifier training followed by whole-image classifier training. Transfer learning on the
INbreast test set resulted in the best performance, with an area under the receiver operating
characteristics curve (AUC) of 0.95.

A framework for BC image segmentation and classification to assist radiologists in
early detection and improve efficiency is proposed in [12]. This utilizes multiple DL models
including InceptionV3, DenseNet121, ResNet50, VGG16, and MobileNetV2, to classify
mammographic images as benign or malignant. Additionally, a modified U-Net model is
used for breast area segmentation in Cranio Caudal (CC) and Mediolateral Oblique (MLO)
views. Transfer learning and data augmentation are used to overcome the challenge of the
lack of tagged data.

The challenges of training DL models for medical imaging due to the limited size of
freely accessible biomedical image datasets and privacy/legal issues are highlighted in [13].
Overfitting is a common problem due to the lack of generalized output. Data augmentation
is used to increase the training set size using various transformations. The manuscript sur-
veys different data augmentation techniques for mammogram images to provide insights
into basic and DL-based augmentation techniques.

Another proposed approach for BC detection and classification comprises five stages
including contrast enhancement, TTCNN architecture, transfer learning, feature fusion,
and feature selection [14]. The method achieved high accuracies of 99.08%, 96.82%,
and 96.57% on DDSM, INbreast, and MIAS datasets, respectively, but performance may
vary on different images due to factors such as background noise or overfitting.

In addition to the previous related studies, BreastNet18 is a method proposed in [15]
and it is based on a fine-tuned VGG16 with customized hyper-parameters and layer
structures on a previously augmented CBIS-DDSM dataset [16]. An ablation study was
also performed on the results, testing different batch sizes, flattening layers, loss functions
or optimizers, followed by the most representative parameters. Transfer learning was
also applied in [17]. The conducted study proposes a DL method using CNN to classify
mammography regions, achieving an accuracy of 97.8%. Data cleaning, preprocessing,
and augmentation improved the accuracy of mass recognition. Two experiments were
conducted to validate the consistency of the model, using five different deep convolutional
neural networks and a support vector machine algorithm.

A standard system that describes the mammogram output is represented by the
breast imaging reporting and data system (BI-RADS). A DNN-based model that accurately
classifies mammograms into eight BI-RADS categories (0, 1, 2, 3, 4A, 4B, 4C, 5) is presented
by Tsai et al. [18]. The model was trained using block-based images and achieved an overall
accuracy of 94.22%, an average sensitivity of 95.31%, an average specificity of 99.15%,
and an AUC of 0.9723. This work is the first to completely classify mammograms into all
eight BI-RADS categories.

Another study that involved the BI-RADS categories was presented by Dang et al. [19]
and it involved 314 mammograms. Twelve radiologists interpreted the examinations in
two sessions: the first one, without Al, and the second one, with the help of AL In the
second session, the radiologists improved their ability to assign mammograms to the correct
BI-RADS category without slowing down the interpretation time.

Transfer learning and data augmentation are crucial techniques for improving the per-
formance of deep learning models. They are effective in preventing overfitting, enhancing
the model’s generalization ability, and achieving better performance on smaller datasets
with limited computational resources. However, using transfer learning without the proper
cautions, may lead to overfitting of the new data if the new data are significantly different



Appl. Sci. 2023,13, 4272

50f18

from the original dataset on which the model was trained. Additionally, data augmentation
techniques may require generating additional training data, which can be time-consuming
and computationally intensive; it may also generate irrelevant or unrealistic data.

2.2.2. Feature Extraction and Multiple Model-Based Architectures

Advancements in radiographic imaging (mammograms, CT scans, MRI) have made it
possible to diagnose breast cancer at an early stage, but analysis by experienced radiologists
and pathologists can be costly and error-prone [20]. Computer vision and ML, particularly
DL, show potential in detecting and classifying BC using these images, as they can efficiently
handle large amounts of data and automatically extract features.

In order to achieve a robust model for accurately detecting BC, Wang et al. [21]
used a well-established dataset of multi-instance mammography images to train multiple
models (AlexNet, VGG-16, VGG-19, ResNet-18, ResNet-34, ResNet-50, ResNet-101), ResNet-
18 being the one with the best results. It is accompanied by some custom layers for
feature extraction and a feature fusion module. A three-layer fully connected network was
used as the classifier, achieving an accuracy of 85.48% and an AUC of 0.884. The study
showed the effectiveness of using multi-instance mammography datasets for BC detection,
but additional images could improve the results.

An ensemble model for BC diagnosis based on mammography images was described
by Melekoodappattu et al. [22] as they used a CNN and a feature extraction technique.
The preprocessing part encompassed the median filter for noise removal as well as image
enhancement for improving the contrast. The ensemble of a nine-layer CNN and the feature
extraction method (identifying the texture features and diminishing their dimensions
based on uniform manifold approximation and projection—UMAP technique) had good
performances: an accuracy of 96.00% for the Mammographic Image Analysis Society (MIAS)
repository and 97.90% accuracy for the DDSM dataset.

A simplified CNN architecture for feature learning and fine-tuning was proposed by
Altan et al. [23] to classify mammography images into normal or malignant. The DDSM
repository was used as it contains 2,260 images which were fed into the proposed CNN
architecture that consists of 18 layers. Considering its simple CNN architecture, the model
achieved good performance with an accuracy of 92.84%.

Another evaluation of DL-based Al techniques for detecting BC on digital mam-
mogram images was performed by Frazer et al. [24], testing the effect of different data-
processing strategies and backbone DL models. The best result achieved an AUC of 0.8979
and an accuracy of 0.8178 by using certain DL models, combining global and local fea-
tures, and leveraging background cropping, text removal, contrast adjustment, and more
training data.

Eroglu et al. [25] proposed a CNN hybrid system for breast ultrasonography image
classification. The system was based on the Alexnet, MobilenetV2, and Resnet50 models,
which were used for feature extraction. Further, the features were concatenated, and the
mRMR (Minimum Redundancy Maximum Relevance) algorithm was applied for feature
selection. Finally, the classification step was performed through SVM and KNN classifiers.

DL-based techniques have shown promising results in many medical image analy-
sis applications. Feature extraction techniques can help in identifying the most relevant
features that have the greatest impact on the output, thereby improving the overall per-
formance of the model and its generalization by reducing overfitting and increasing the
model’s ability to generalize to new and unseen data.

Training and testing multiple model-based architectures can help improve the perfor-
mance, generalization, and adaptability of models by identifying the proper model that best
understands the data and is the most robust to changes in the data distribution. However,
it is also important to consider the potential disadvantages and trade-offs involved in their
use, such as loss of information or bias in feature selection; they are also time-consuming
and at risk of overfitting.
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2.2.3. Generative Adversarial Networks

In ML, generative modeling refers to the task of discovering and understanding the
patterns or regularities in input data without any supervision. The objective is to develop a
model that can create or produce new instances that are similar to the original dataset. One
way to accomplish this is through the use of generative adversarial networks (GANSs).

One of the challenges in BC detection is the limited availability of large-scale datasets,
which can make it difficult to train accurate ML models. GANs can overcome this challenge
by generating synthetic images that closely resemble real medical images. The synthetic
images can be used to augment the dataset, increasing the sample size and improving
the accuracy of the models trained on the augmented dataset. Additionally, GANs can
be used to generate different views or angles of a breast tumor, which can help in de-
tecting cancerous regions that might be difficult to see in traditional 2D medical images.
GAN:Ss can also be used to simulate different imaging modalities, such as ultrasound [26],
and MRI [27], which can provide additional information and improve the accuracy of breast
cancer diagnosis.

Simulated mammograms can be created with GANs [28]. The study aimed to detect
mammographically-occult (MO) cancer in women with dense breasts and a conditional
generative adversarial network (CGAN) was developed to simulate a mammogram with
normal appearance; a CNN was trained to detect MO cancer. The study found that using
CGAN-simulated mammograms improved the MO cancer detection when compared to
using only real or simulated mammograms.

Another study that emphasized the use of GANs for mammographic images aug-
mentation is described in [29]. The GAN-generated images were compared with affine
transformation augmentation methods, and the results showed that the GAN approach
performed better in preventing overfitting and improving classification accuracy. However,
the study also highlighted that GAN-generated or augmented images should not substitute
real images in training CNN classifiers due to the risk of overfitting.

The gap in the availability of training datasets is overcome by using GAN to synthesize
data similar to real sample images in [30]. However, current publicly available datasets
for characterizing abnormalities in digital mammograms do not contain sufficient data
for some abnormalities. This paper proposes a GAN model, named ROImammoGAN,
which synthesizes ROI-based digital mammograms to learn a hierarchy of representations
for abnormalities in digital mammograms. The proposed GAN model was applied to
MIAS datasets, and the performance evaluation yielded a competitive accuracy for the
synthesized samples.

Another study that synthetized high-resolution mammograms, enabling user-controlled
global and local attribute-editing of the generated images is presented in [31]. The model
was evaluated in a double-blind study by expert mammography radiologists, achieving
an average AUC of 0.54 and indicating the potential use of the synthesized images in
advancing and facilitating medical education.

To overcome the challenges of limited size and class imbalance of publicly avail-
able mammography datasets, the study in [32] proposed a synthetically augmented the
dataset by adding lesions onto healthy screening mammograms. The authors trained
a class-conditional GAN to perform contextual in-filling and experimentally evaluated
its effectiveness in improving BC classification performance using a ResNet-50 classifier.
The results show that GAN-augmented training data improves the AUC compared to
traditionally augmented data, demonstrating the potential of this approach.

However, there are some limitations in using GAN towards BC applications, such as
data availability, as GANs require large amounts of high-quality data to train effectively.
GAN s can also be notoriously difficult to interpret, and it can be challenging to understand
how the network arrived at its decision; this can be difficult for a medical-related appli-
cation. Additionally, the class imbalance can lead to the GANs bias towards the majority
class (mostly negative cases), thus leading to false negatives; they can also struggle with
generalization on new and unseen data.
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3. Materials and Methods

In this study, we aim to experiment with deep learning-based techniques for detecting
cancer in mammograms. For this, we use the dataset provided by the Radiological Society
of North America (RSNA) in a Kaggle competition [33]. Its aim was to detect instances of
breast cancer in mammograms obtained during screening examinations.

The dataset used in this competition was based on the ADMANI dataset [34], which
contains annotated digital mammograms and non-image data, and is possibly the most
extensive and diverse mammography dataset documented in the literature. The dataset
incorporates a total of 28,911 instances of breast cancer, out of which 22,270 were detected
during screening and 6641 were interval cases, significantly more than any other dataset
published so far. The dataset also consists of a large number of examinations (1,048,345)
and patients (629,863), making it one of the largest datasets reported to date [35]. However,
the training set for this public competition consists of 11,913 examinations, out of which
486 are cancer cases, making it a very unbalanced dataset.

The experimental process took place in three stages. The raw images from the RSNA
dataset were used in the first stage, scaled to 256 x 256 and 512 x 512 resolution. In the sec-
ond stage, pre-processing techniques were used, such as cropping, windowing, and normal-
ization. The windowing process, which is used before normalization, involves brightness
adjustment and gives a much greater contrast between soft and dense tissues, enhancing
the visualization of specific anatomical structures or pathological features within an image.

In order to overcome the class imbalance, we over-sample the positive examples in a
ratio of 5:1 and investigate the generation of synthetic images for the positive class. There-
fore, 1000 synthetic images were generated as positive examples using the StyleGAN-XL
model [36] in the third stage. The experimental methodology is presented in Algorithm 1.

One of the key innovations of the StyleGAN-type models is their ability to generate
high-resolution images with impressive detail and realism, including photorealistic por-
traits of human faces. It achieves this by using a progressive growing strategy, in which the
resolution of the generated images is gradually increased as the network learns to capture
more complex visual patterns.

The training process for the StyleGAN-XL model was executed progressively, starting
from training a model for images of a size of 16 X 16 pixels. In the second step, based on this
model, a new model was trained to generate 32 x 32 images. Finally, the model was scaled
to generate images of 256 x 256 pixels. The model was trained so that the discriminator
could see 3 million images. In the end, the FID50k score was 9.8. The improvement of the
synthetic image generator is presented in Figure 1.

We have also trained the StyleGAN-XL model to generate images with a resolution
of 512 x 512 pixels. Using the previous best model, which was trained for the 256 x 256
resolution as the stem, we trained for 400 k images and obtained a FIDK50 score of 13.66.

FID50K stands for Fréchet inception distance (FID) on the dataset of 50,000 generated
images. It is a metric for evaluating the quality of generated images produced by generative
models such as GANs, and has been shown to correlate well with human perception of
image quality.

The specific parameters for training the StyleGAN-XL model are given in Table 1.

Because the training set was small and had only one class of images, the model size
was reduced to improve the training speed. Therefore, the initial model used as a stem
had 7 layers (syn_layers), and then in later stages, 4 more layers were added (head_layers).
The generator had a capacity factor of 16384 (cbase), and the feature maps size was 256
(cmax).
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Algorithm 1: Experimental methodology

Data: RSNA dataset of mammograms
Result: Classification of mammograms; For positive examples provide a visual
cue about decision.

image_resolution < [256 x 256,512 x 512]

foreach image_resolution do
Process DICOM images to PNG format and create original_dataset
Apply cropping, windowing and normalization and create processed_dataset
Select positive_examples from processed_dataset
Train StyleGAN-XL with positive_examples and generate synthetic_images
augmented_dataset <— processed_dataset + synthetic_images

end

foreach original_dataset, processed_dataset, augmented_dataset do
Upsample positive examples /* 5 times */
Data augmentation /* Horizontal flip */

Apply Stratified 5-fold Cross Validation
Train resnetl8, resnet34, resnet152, efficientnet_b0, and maxvit_nano_rw_256
models /* timm pre-trained models */
Apply inference
if positive_instance then
calculate class activation maps
calculate bounding boxes
end

end

Table 1. StyleGAN-XL training parameters.

Parameter Value
cbase 16,384
cmax 256

syn_layers 7

head_layers 4

For experimentation, the dataset was split into train/validation sets using a 5-fold
stratified cross-validation strategy so that each fold had approximately the same proportion
of positive and negative samples as the original dataset and to ensure that the model is
trained and validated on a representative subset of the entire dataset. A visual representa-
tion of the experiment setup to better understand the methodology used in the study is
presented in Figure 2.

3.1. Computer Vision Models

We experimented with several deep learning models based on CNN and ViT architec-
tures, such as ResNet [37] or EfficientNet [38], and MaxViT [39].

ResNet is a type of CNN that was introduced by researchers at Microsoft in 2015.
ResNet is designed to address the problem of vanishing gradients in deep neural networks
by introducing residual connections.

The idea behind residual connections is to add a shortcut connection between the
input and output of a block of layers, allowing the network to learn residual functions
that map the input directly to the output. This helps to mitigate the vanishing gradient
problem, which can occur when training very deep neural networks. In ResNet, residual
connections are introduced every few layers, allowing the network to learn increasingly
complex functions without suffering from degradation in performance.
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Figure 1. Generation of synthetic images. The results obtained after a certain number of itera-
tions. first row—after 40 k images; second row—after 120 k images third row—after 1000 k images;
fourth row-—after 2000 k images; fifth row—after 2500 k images; sixth row—after 3000 k images.

The ResNet architecture consists of multiple blocks of convolutional layers with batch
normalization and activation functions, followed by a global average pooling layer and a
fully connected output layer. The number and type of layers can be varied depending on
the specific application, but the basic building block is the residual block with two or more
convolutional layers.
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Figure 2. The conceptual model of the experimental study.

EfficientNet is also a family of CNN architectures that was introduced in 2019 by
researchers at Google. The main goal of EfficientNet is to achieve high accuracy on image
classification tasks while minimizing the computational cost and number of parameters
needed. It achieves this by using a compound scaling method that scales the width, depth,
and resolution of the network in a systematic manner. This approach ensures that the
network is both efficient and effective, as it balances the trade-off between accuracy and
computational cost.

Specifically, the EfficientNet architecture combines three techniques: (a) Efficient
scaling up or down the width, depth, and resolution of the network in a systematic way;
(b) Use of a new mobile inverted bottleneck convolution (MBConv) block, which reduces
computation and increases accuracy; (c) Use of a compound coefficient that controls the
network scaling uniformly, making it easier to scale up or down the network for different
resource constraints.

The result is a family of CNN architectures that is highly efficient and has achieved
state-of-the-art results on several image classification tasks, including the ImageNet dataset.
The EfficientNet family includes seven models, labeled EfficientNet B0 through EfficientNet
B7, with B0 being the smallest and B7 the largest and most computationally expensive.
The EfficientNet models have also been adapted for other computer vision tasks such as
object detection and semantic segmentation.

MaxViT is based on the ViT architecture and has introduced a new attention model,
named multi-axis attention, that is both efficient and scalable. This model has two com-
ponents: blocked local attention and dilated global attention, which allow for global-local
spatial interactions on any input resolution while maintaining linear complexity. In addi-
tion, a new architectural element integrates the attention model with convolutions, resulting
in a simple hierarchical vision backbone that can be easily repeated over multiple stages.

The main difference between ViT and CNN architectures is their approach to process-
ing visual information.

CNN s are a type of neural network that are specifically designed to process images
and other 2D data, such as video frames. They use convolutional layers to extract features
from the input image, followed by pooling layers to downsample the feature maps and
reduce their spatial dimensionality. This process is repeated multiple times to gradually
extract higher-level features that capture increasingly complex patterns in the input image.
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Finally, the extracted features are flattened and passed through one or more fully connected
layers to generate the final output.

In contrast, Vision Transformers (ViT) rely on the transformer architecture, which
was originally developed for natural language processing (NLP) tasks. Instead of using
convolutional layers to extract features from the input image, ViT applies a self-attention
mechanism to capture global dependencies between all pairs of pixels in the image. This
attention-based mechanism allows the model to attend to relevant regions of the image
and integrate information across the entire image, enabling it to learn complex patterns
and relationships.

As opposed to CNNSs, the ViT is designed to capture global dependencies in the input
image using self-attention, whereas CNNs use convolutional layers to extract features from
local regions of the image and gradually combine them to capture higher-level patterns. ViT
has shown promising results on certain image classification tasks, but CNNs are still widely
used and often perform better on other tasks, such as object detection and segmentation

3.2. Explainable Al

Explainable AI (XAI) is particularly important for medical image analysis, and specifi-
cally for mammography, because decisions based on Al can have a significant impact on
patients’ lives. In order to gain trust and acceptance of Al systems in healthcare, it is impor-
tant that the reasoning behind the decisions made by these systems can be understood and
validated by healthcare professionals.

The interpretation of mammograms requires specialized expertise and can be highly
subjective. By providing explanations for the decisions made by Al systems analyzing
mammograms, healthcare professionals can better understand and interpret the results,
and potentially reduce the risk of missed or false diagnoses.

However, mammograms can be complex and difficult to interpret, even for experts
in the field. Providing explanations for Al-based decisions can help identify the specific
features or patterns in the image that were used to make the decision, and potentially
improve the accuracy and consistency of the interpretation.

XAI can also help to identify biases or errors in the AI model’s decision-making
process. For example, it can help identify features in the image that are disproportionately
influencing the decision, or highlight cases where the model may be making incorrect or
biased decisions.

For computer vision applications, there are several techniques that can be used to
achieve explainability:

e  Saliency maps: Saliency maps highlight the regions of an input image that are most
important for the model’s prediction. These maps can be generated using techniques
such as gradient-based methods or activation maximization, which analyze the gra-
dients or activations of the model’s layers to determine which parts of the image are
most relevant;

¢ (lass activation maps: Class activation maps (CAM) are a type of saliency map that
focuses specifically on the regions of an image that correspond to a specific class label.
CAMs can be used to visualize which parts of the image are most responsible for the
model’s classification decision.

Fastai [40] provides a Grad-CAM (gradient-weighted class activation mapping) solu-
tion [41] for visualizing the regions of an input image that are most important for a model’s
prediction. Grad-CAM [42] is a popular technique for generating heatmaps that highlight
the regions of an image that are most important for a particular class, and has been used in
a variety of computer vision applications.

The class activation map uses the output of the last convolutional layer together with
the weights of the fully connected layer that corresponds to the predicted class. It calculates
their dot product so that for each position in the feature map it is possible to get the score
of the feature used for the prediction.
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The Grad-CAM implementation in Fastai can be used with any PyTorch model and
is based on the hook functionality of PyTorch. For example, in Figure 3, we present the
architecture of the ResNet18 model and show the position just before the average pooling
layer, where the hook should be inserted, to calculate the class activation map.
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Figure 3. ResNet 18 Architecture.

4. Results

For experimentation, the images from the dataset were first resized to a uniform size
of 256 x 256 and 512 x 512 pixels, in order to facilitate their processing and analysis.
Additionally, a range of pre-trained models from the timm library [43] were utilized,
such as “resnet18”, “resnet34”, “resnet152”, “efficientnet_b0”, and “maxvit_nano_rw_256".
These pre-trained models can be fine-tuned to specific image recognition tasks. The Fastai
framework was used to implement the models and to streamline the training process.
The results are presented in Table 2.

During training, we used a batch size of 64. The training process was repeated for
three epochs, and a learning rate of 1 x 10~ was used to control how quickly the model
updates its parameters during training.

The performance of the models was evaluated using accuracy, AUC, precision, recall,
and the F1 score. Accuracy measures the proportion of correct predictions made by the
model, while AUC measures the model’s ability to distinguish between positive and nega-
tive examples; the F1 score is a measure of the model’s precision and recall. An important
aspect is that the training process was only performed with a small number of epochs be-
cause it was found that models started to overfit very quickly. This can be seen in Figure 4,
which shows the evolution metrics used for training.

It should also be noted that although the accuracy obtained in the third stage was
slightly weaker than that achieved in the second stage, the values of the AUC metric and
the F1 metric were significantly higher. This indicates that the models were able to better
distinguish between positive and negative examples, which is crucial for many computer
vision applications. This can be better seen in Figure 5 where the confusion matrices for the
ResNet18 model experiments are represented.
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Figure 4. ResNet18 training metrics evolution.
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Table 2. Experimental results.

Mammograms with 256 x 256 resolution

Model Accuracy AUC Precision Recall F1
Original images
ResNet18 0.96 0.61 0.06 0.04 0.04
ResNet34 0.96 0.63 0.08 0.06 0.06
ResNet152 0.89 0.58 0.03 0.17 0.06
EfficientNetB0 0.96 0.59 0.03 0.02 0.02
MaxViT 0.95 0.66 0.09 0.15 0.11
Processed images
ResNet18 0.92 0.67 0.07 0.22 0.11
ResNet34 0.93 0.67 0.09 0.21 0.13
ResNet152 0.82 0.64 0.04 0.33 0.07
EfficientNetB0 0.95 0.63 0.08 0.11 0.09
MaxViT 0.93 0.67 0.09 0.21 0.13
Processed images + synthetic images
ResNet18 0.92 0.83 0.26 0.58 0.36
ResNet34 0.94 0.82 0.34 0.56 0.42
ResNet152 0.84 0.8 0.15 0.63 0.24
EfficientNetB0 0.95 0.8 0.39 0.52 0.45
MaxViT 0.9 0.85 0.23 0.63 0.34
Mammograms with 512 x 512 resolution
Model Accuracy AUC Precision Recall F1
Original images
ResNet18 0.97 0.66 0.16 0.09 0.12
ResNet34 0.97 0.66 0.16 0.09 0.12
ResNet152 0.83 0.59 0.03 0.26 0.06
EfficientNetB0 0.96 0.64 0.1 0.06 0.08
MaxViT 0.95 0.69 0.11 0.18 0.14
Processed images
ResNet18 0.93 0.72 0.1 0.26 0.15
ResNet34 0.94 0.71 0.13 0.24 0.16
ResNet152 0.83 0.69 0.05 0.4 0.09
EfficientNetB0 0.95 0.69 0.12 0.18 0.14
MaxViT 0.89 0.77 0.08 0.43 0.14
Processed images + synthetic images
ResNet18 0.94 0.85 0.35 0.59 0.44
ResNet34 0.95 0.84 0.4 0.58 0.47
ResNet152 0.83 0.82 0.14 0.66 0.23
EfficientNetB0 0.95 0.84 0.47 0.55 0.51
MaxViT 0.89 0.88 0.22 0.72 0.34

The performance of relatively simple CNN models, such as ResNet18, was almost as
good as larger models such as ResNet152 or EfficientNet BO. Furthermore, the performance
of the CNN models was found to be comparable to that of the model based on visual
transformer architecture.

However, what made the most significant difference was the pre-processing of the
dataset, specifically the augmentation of the dataset using synthetically generated images.
This pre-processing technique helped to improve the overall performance of the models,
resulting in better evaluation metrics.
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Figure 5. Confusion matrices for the experimentation of the ResNet18 model.

The results suggest that while larger and more complex models may not always be nec-
essary, careful pre-processing and data augmentation techniques can significantly improve
the performance of even simple models. This highlights the importance of optimizing
the pre-processing steps and the potential of synthetically generated data to enhance the
performance of models in computer vision tasks.

After the deep learning model made a classification decision on an image, two visual-
ization techniques were applied to better understand how the model made its decision.

The first visualization technique involved generating class activation maps. This
technique was used to identify the regions of the input image that were most important
for the model’s classification decision. A corresponding layer was applied to the model
output to generate the class activation maps. These maps highlighted the specific areas of
the image that the model used to make its decision and provided visual evidence of the
model’s reasoning.

The second visualization technique involved generating a centered bounding box
around the area of the image that was most important for the classification decision.
This technique provided a more intuitive way of understanding the model’s decision-
making process by highlighting the specific area of the image that was most relevant for
the classification.

The area with the highest activation value was identified and a centered bounding box
was generated around that area. The resulting bounding box was presented in Figure 6,
providing a clear visual representation of the area of the image that the model used to make
its decision.
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Figure 6. Explaining the results. (a) The original image. (b) The application of class activation maps.

(c) The application of a bounding box.

These visualization techniques provided a useful way of understanding how the
deep learning model classified images as positive or negative. They helped to identify the
specific areas of the image that the model used to make its decision and provided a more
intuitive way of interpreting the model’s output. These techniques can be valuable tools
for analyzing and interpreting the behavior of deep learning models.

5. Discussion

One limitation of the study is that the images were scaled to a resolution of 256 x 256
and 512 x 512 pixels, which may have limited the classification performance. While this
choice of image resolution offered the advantage of reducing the need for computing
resources during experimentation, it is possible that the performance of the models could
be improved by using images with a higher resolution.

Furthermore, the classification process was performed on a single image, even though
each person in the dataset had at least four images. One possible way of improving the
classification process could be to simultaneously classify multiple images of the same
person using techniques such as the one presented in [44] in order to improve the accuracy
of the classification results.

Another limitation of the study is that only positive examples were used to generate
the synthetic images. This approach was taken in order to balance the dataset and prevent
bias towards the negative class. However, a new possibility for experimentation could be
to use two classes of images, both for positive and negative examples, in order to explore
the performance of the models in a more realistic scenario.

6. Conclusions

Breast cancer is the most common type of cancer among women, and early detection
is essential for successful treatment. Deep learning techniques can be used to improve
the accuracy and efficiency of breast cancer screening workflows by analyzing images ob-
tained from various screening methods, such as mammography, thermography, ultrasound,
and magnetic resonance imaging (MRI).

Recently, the introduction of Al technology has shown promise in the field of auto-
mated breast cancer detection in digital mammography, and studies have shown that these
Al algorithms are on par with human-performance levels in retrospective data sets.

As early diagnosis and prevention of breast cancer are critical for effective treatment
and reducing the number of deaths, the incorporation of Al into breast cancer screening is a
new and emerging field that shows promise in the early detection of breast cancer, leading
to a better prognosis for the condition.

The aim of this study was to explore the use of deep learning methods for analyzing
mammograms, and the results of the study demonstrated the importance of proper data pre-
processing and augmentation techniques. By using synthetic data generation techniques,
the classification performance of the models was significantly improved, demonstrating
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the potential for these techniques in improving the accuracy of deep learning models in
image classification tasks.
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