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Abstract

:

As the carriers of massive data, data centers are constantly needed to process and calculate all kinds of information from various fields and have become an important infrastructure for the convenience of human life. Data centers are booming around the world, accompanied by the problems of high power consumption and poor heat dissipation. One of the most effective solutions to these problems is to adapt a two-phase liquid immersion cooling technology, which is a more energy-saving and efficient method than the traditional cooling methods; the reason for this is mainly that in two-phase liquid immersion cooling technology, the heat transfer caused by the phase change of liquid coolants (electronic fluoride liquids) helps to cool and improve the temperature uniformity of electronic components. However, the requirements for the electronic fluoride liquids used in two-phase liquid immersion cooling systems are strict. The thermophysical properties (saturated vapor pressure, density, surface tension, viscosity, thermal conductivity and latent heat of vaporization, etc.) of the liquid coolants play a very key role in the heat dissipation capacity of two-phase liquid immersion cooling systems. However, it is not always easy to obtain new electronic fluoride liquids under many actual conditions and reasonable prediction models of their thermophysical properties could contribute to the preliminary screening of the coolants. Thus, the prediction models of their key thermophysical properties (saturated vapor pressure, saturation density, surface tension, viscosity and thermal conductivity) are reviewed, and the accuracy and practicality of these prediction models in predicting the thermophysical properties of electronic fluoride liquids (FC-72, HFE-7100 and Novec 649) are evaluated. This work will provide a valuable reference for actual engineering applications.






Keywords:


two-phase liquid immersion cooling; electronic fluoride liquid; thermophysical properties; prediction model; thermal management












1. Introduction


As the world develops under the COVID-19 pandemic in recent years, all walks of life are accelerating their digital transformations, accompanied by a rapid development of information technologies such as the Internet of things, cloud computing and big data. Due to a work-from-home economy, cloud services are constantly soaring in the IT industry, especially in the hyper-scale enterprises. Statistically, the number of global Internet users is expected to increase from 3.7 billion in 2018 to 5 billion in 2025 [1], which means that modern society is entering the era of a digital economy. The global digitalization market size is expected to grow from USD 594.5 billion in 2022 to USD 1548.9 billion by 2027, at a compound annual growth rate (CAGR) of 21.1% according to MarketsandMarkets [2]. Moreover, an explosively developing technology, ChatGPT, may also greatly promote the digitalization in the future. The urgency and inevitability of digital transformation requires massive data to be processed, which creates many difficulties in the development of powerful chips, system design, thermal management, etc. Since it was launched a few months ago, ChatGPT has received more than billions of computing requests such that OpenAI has been forced to introduce queuing systems and other traffic-shaping measures [3], which means that its ability to process data is still limited, even though a high-performance network cluster with more than 10,000 GPUs has been adopted [4,5]. Thus, improving the capacity and efficiency of processing data is a key project for the development of data centers, which are the main supporters of massive data. However, a larger amount of data always means bigger data centers and power consumption is also greater. For most data centers, cooling systems account for the largest proportion of power consumption. Thus, good thermal management is an important means to maintain the safe and reliable operation of data centers.



Under this background, the thermal management of data centers faces the dual challenges of “quality” and “quantity”. From the perspective of “quality”, with the massive growth in the scale of data generated through cloud computing, data centers need to use higher-performance processors to cope with greater computing power demands. Driven by innovative achievements such as 3D integration and heterogeneous integration [6], the miniaturization and structural complexity of chip components are the inevitable trends that will lead to a continuous increase in the heat flux of chips. How to effectively and stably control chip temperatures under extremely high heat fluxes is a huge challenge for the thermal management of the chips in data centers. From the perspective of “quantity”, according to Forbes’ report, the total power consumption of data centers reached 416 tWh in 2017, accounting for 3% of the world’s total power consumption [7]. Some studies predict [8] that the total power demand of information and communication technology (ICT) will account for 20.9% of global power consumption in 2030, and that the power consumption of data centers will account for 1/3 of ICT, that is, 7~8% of global power consumption. Furthermore, nearly 40% of the total energy consumption of data centers is used by cooling systems [9]. How to reduce the energy consumption of cooling systems and improve their power usage effectiveness (PUE) is another major challenge for data centers. Hence, it can be implied that most IT enterprises are expected to have energy-efficient data center solutions, and liquid immersion cooling technology has been regarded as a promising solution for the thermal management of data centers, due to its relatively simple mechanisms, low risks of hotspots, high heat dissipation efficiency, well temperature uniformity, free noise and dust pollution, great integration and high reliability, etc. [10,11,12,13,14,15,16,17,18,19].



The development of liquid immersion cooling technology for electronic devices has roughly experienced the exploration period (before 1992), the research period (1992–2016) and the small-scale application period (2016–present) [20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42], shown in Figure 1. According to MarketsandMarkets, the market is expected to grow from USD 244 million in 2021 to USD 1710 million by 2030, at a GACR of 24.2% from 2022 to 2030 [25]. Many companies such as Huawei, Lenovo, Inspur, Facebook, Microsoft, etc., have also developed immersion liquid-cooled high-density servers. Before liquid immersion cooling technology steps forward to overall large-scale deployments, there are lots of key technologies to be resolved, for example, product development, the formulation of unified standards, the screening of liquid coolants, etc. [38].



According to whether the liquid coolants undergo a phase change, liquid immersion cooling can be divided into single-phase liquid immersion cooling and two-phase liquid immersion cooling. Although single-phase systems are more attractive for some enterprises than two-phase systems by considering the difficulty of system design and the balance between the cost and benefits [39], two-phase liquid immersion cooling systems are receiving more and more attention with the rapid increase in heat fluxes of power devices, and it is urgent to overcome the key technologies and develop an efficient two-phase immersion cooling system due to the growing heat dissipation demand. For the marketization of two-phase liquid immersion cooling systems, the screening of liquid coolants is one of the most important technologies. The coolants used in liquid immersion cooling systems are in direct contact with electronic components; so, they must have good compatibility with the materials of all components under long-term operation, excellent electrical insulation to ensure the safety of the electronics, a low dielectric constant and a dielectric loss factor to avoid signal interference. At the same time, the coolants must be environmentally friendly, non-toxic and non-flammable. Because the generation and evolution of bubbles is essential for two-phase immersion cooling technology, the related thermodynamic properties have a great impact on the heat dissipation capacity of the cooling technology, including the boiling point, thermal conductivity, viscosity, surface tension and latent heat of vaporization, etc. For example, the greater the thermal conductivity of the coolant, the smaller the heat loss (thermal resistance) along the heat transfer direction, which is more conducive to boiling heat transfer. Surface tension greatly affects the size of the boiling bubbles and the wettability of the coolant to the surface of the heat source. According to bubble dynamics [43,44], a smaller surface tension always means a smaller diameter of the separation bubbles, and the shorter the time from generating to detachment from the heat surface of the bubbles, the faster the surrounding liquid can wet the heat surface and the more intense the boiling heat transfer. The viscosity of the coolant is also an important property that greatly affects the flow of the coolant and the movement of the bubbles. Generally, a lower viscosity is more conducive to reducing the resistance of the flow of coolants and the movement of bubbles, which is more conducive to the boiling heat transfer. The higher the latent heat of vaporization, the greater the ability for a given mass of coolant to taking away the heat generated by the electronic devices. Therefore, to determine whether a coolant is suitable for a two-phase immersion cooling system, it is essential to study the key thermodynamic properties first.



However, for a new coolant (or a new electronic fluoride liquid), it is always difficult and quite costly to obtain the abovementioned properties comprehensively by experimentation. Reasonable prediction models are expected for the preliminary screening of coolants. Based on this, the aim of this work is to summarize the key thermophysical properties closely related to two-phase immersion cooling technology, according to basic boiling and condensation processes. Several prediction models of the abovementioned thermophysical properties (saturated vapor pressure, saturation density, surface tension, viscosity and thermal conductivity) are discussed, and the availability of these prediction models for predicting the thermophysical properties of electronic fluoride liquids are evaluated by means of FC-72, HFE-7100 and Novec 649.




2. Basic Analysis of Prediction Models and Model Verification


2.1. Analysis of Key Thermophysical Properties


For two-phase liquid immersion cooling technology, its main heat transfer mechanism is nucleate boiling and the condensation of the coolants. For the boiling process, based on bubble dynamics and heat transfer [43,44], the hot wall of electronics must have a certain superheat (more than the boiling point of the liquid) for bubbles to be generated constantly when the coolants boil. According to the condition of the force and thermal equilibrium between the bubbles and surrounding liquid [45], the required superheat (Tw − Ts) can be obtained by Equation (1):


   T w  −      T   s   =       2 σ T   s    Δ Hr    (   1   ρ V    −  1   ρ L     )   



(1)




where Tw is the wall temperature, K; Ts is the saturated temperature of the coolants, K; σ is the surface tension, N/m; ΔH is the latent heat of evaporation, kJ/kg; ρV and ρL are the vapor and the liquid phase densities, respectively, kg/m3; and r is the bubble core radius, m. The latent heat of evaporation ΔH can be obtained by the Clausius–Clapeyron equation, as shown in Equation (2) [43]:


  Δ  H =      dp  s      dT  s     T s   (   1   ρ V    −  1   ρ L     )   



(2)




where dps/dTs is the rate of change in saturation pressure with saturation temperature, Pa/K. As the superheat (Tw − Ts) increases, the number of bubbles increases. When the bubbles converge and cover the hot wall of the electronics, heat transfer begins to deteriorate. The heat flux corresponding to this heat transfer transition is the critical heat flux (CHF). The CHF of coolants can be estimated by using a modified formula based on the Zuber equation [46], as shown in Equation (3):


   CHF = K  Δ    H ρ   V     0.5      [   σ g   (   ρ L  −  ρ V   )   ]    0.25    



(3)




where K is the empirical coefficient related to the coolants and g is the gravity acceleration, m/s2. Equations (1)–(3) indicate that the saturated vapor pressure, the liquid and vapor densities, and the surface tension are the important properties for the nucleate boiling.



Except for the boiling process, the condensation process is also essential in two-phase liquid immersion cooling systems. The heat transfer coefficient of condensation can be calculated by the model designed by Dhir et al. [47], based on tubular condensers, as shown in Equation (4):


   HTC = 0.729     [    Δ    Hg λ   L    3   ρ L    2     η L   D o   (   T s  −  T o   )     ]    0.25    



(4)




where HTC is the heat transfer coefficient, W/(m2·K); λL is the liquid thermal conductivity, W/(m·K); ηL is the liquid dynamic viscosity, Pa·s; Do is the outer diameter of the condenser pipe, m; and To is the outer wall temperature of the condenser pipe, K. Equation (4) indicates that liquid dynamic viscosity and thermal conductivity are important thermophysical properties.



In summary, the key thermophysical properties of the coolants used in two-phase liquid immersion cooling systems mainly include the saturated vapor pressure, density, surface tension, viscosity, thermal conductivity and latent heat of vaporization.




2.2. Screening of Coolants for Model Verification


Some studies have shown that the reliability of electronic devices is exponentially related to the operating temperature [48] and the reliability of CPU decreases by about 25% for every 1 °C increase when the operating temperature is in the range of 70~80 °C [49]. Therefore, the boiling point of the coolant is an important basis for screening the coolant suitable for two-phase immersion cooling systems. If the boiling point is too high, the temperature of the electronics will be close to or exceed the optimal working temperature zone when boiling begins, resulting in the performance degradation of the electronics. Regarding mineral oils commonly used in liquid immersion cooling systems, despite their excellent performance, they are only suitable for single-phase immersion cooling systems due to their high boiling points (up to several hundred degrees Celsius), such as GRC’s ElectroSafe and ElectroSafe Plus [50,51]. Another kind of commonly used coolant is electronic fluoride liquid with good insulating performance. The boiling points of some electronic fluoride liquids are slightly higher than room temperature (about 45~60 °C) and they are easy to boil within the operating temperature of electronics. Thus, electronic fluoride liquids with boiling points (about 45~60 °C) slightly higher than room temperature are very popular in two-phase immersion cooling systems. At present, three kinds of commonly used electronic fluoride liquids in two-phase liquid immersion cooling systems are perfluorohexane (FC-72), perfluorohexanone (Novec 649) and nonafluorobutyl methyl ether (HFE-7100) [15,52,53,54,55,56,57], and the key thermophysical properties of these electronic fluoride liquids have been widely studied by experimentation, as shown in Table 1. Therefore, FC-72, Novec 649 and HFE-7100 were selected to evaluate the accuracy and practicality of prediction models.





3. Prediction of Thermophysical Properties of Electronic Fluoride Liquids for Two-Phase Liquid Immersion Cooling Systems


3.1. Parameters Required for the Prediction of Thermophysical Properties


One of the necessary preconditions to using prediction models of thermophysical properties is that the molecular structure, critical parameters (critical temperature Tc, critical pressure pc and critical density ρc) and eccentricity factor ω of the fluid are known parameters. On the one hand, most of the current prediction models are based on equations of state and the principle of corresponding states (PCS), both of which need to be used under the condition that the atmospheric boiling point, saturated vapor pressure, critical parameters, etc., are known [81]. Moreover, for some prediction models based on the group contribution method (GCM), known molecular structures are required. On the other hand, for studies on the thermophysical properties of new fluids, the critical parameters and eccentricity factors are necessary. Taking the new refrigerant HFO-1336mzz(E) as an example, its critical parameters and saturated vapor pressure were measured in the earliest related literature [82]. In addition, the molecular dipole moments and specific heat are also necessary for some models. Table 2 shows the necessary known thermophysical properties of FC-72, Novec 649 and HFE-7100, which were helpful in carrying out further research on the prediction models of the thermophysical properties of electronic fluoride liquids.




3.2. Prediction Models of Saturated Vapor Pressure and Saturated Density


The common prediction models of saturated vapor pressure and density mainly include the Peng–Robinson equation of state and its modified models, the Patel–Teja equation of state and the NEOS model.



3.2.1. Prediction Models of Saturated Vapor Pressure and Saturated Density


Peng–Robinson Equation of State and Its Modified Models


The Peng–Robinson equation of state [86] (hereinafter referred to as the PR equation) has been published for more than 40 years and has become one of the best two-parameter cubic equations of state for the calculation of the vapor–liquid equilibrium, which refers to the volumetric properties and thermodynamic properties of pure substances and mixtures. Nowadays, the PR equation has a very wide range of applications in the chemical industry [87,88,89,90,91,92]. The PR equation is shown in Equations (5)–(10):


   p =    RT    V    −    b    −  a   V ( V + b ) + b ( V    −    b )     



(5)






     a = a   c  α  



(6)






   a c    ≈    0.475235         ( RT   c  )  2     p c     



(7)






   b    ≈    0.077796      RT  c     p c     



(8)






   α = [ 1 + m ( 1    −      T   r     0.5       ) ]   2   



(9)






   {      m = 0.37646   + 1.54226   ω   −   0.26992     ω   2    , ω ≤ 0.491      m = 0.379642   + 1.48503   ω   −   0.164423     ω   2   + 0.016666     ω   3    , ω > 0.491       



(10)




where p is the pressure, Pa; R is the gas constant, which equals to 8.3145 J/(mol·K); T is the temperature, K; V is the specific volume, m3/kg; a and b are the parameters of the PR equation; α is the α function of the PR equation; Tc is the critical temperature, K; pc is the critical pressure, Pa; m is the coefficient related to the eccentricity factor ω; and Tr is the contrast temperature, Tr = T/Tc, K.



However, according to the constants of the two-parameter cubic equation of state determined by the critical condition, only a fixed critical compressibility factor can be obtained. For the PR equation, the critical compressibility factor is 0.3074. Meanwhile, the actual critical compressibility factor of fluids mostly varies between 0.21 and 0.31 [88], which may lead to a large deviation in the calculated results of the saturated liquid density. This is a great inevitable limitation of the PR equation. Therefore, the PR equation has been modified by many researchers [87,88,89,90,91,92,93,94,95]. For pure substances, the modification of the PR equation can be divided into three categories: the modification of the α function, the specific volume translation modification, and the modification of the a and b parameters.




	➀

	
Modification of α function









In most cases, the modification of the α function is more beneficial for improving the predictive accuracy of the saturated vapor pressure, but for the liquid density, this modification does not seem to work [89,90,91,92]. Andrés et al. [89] optimized the coefficient m in the α function based on the physical property data of 1721 pure substances so as to enhance the general applicability of the PR equation and improve the predictive ability of the thermophysical properties such as the saturated vapor pressure, latent heat of vaporization and specific heat. The optimized form of m is shown in Equation (11) (hereinafter referred to as MAPR1):


   m = 0.3919   + 1.4996   ω   −   0.2721     ω   2   + 0.1063     ω   3   



(11)







Luis et al. [91] thought that when the α function of the PR equation was replaced with an exponential function, more accurate prediction results of the saturated vapor pressure and liquid density of a pure substance could be obtained compared with the original PR equation under low pressure conditions (1~101.325 kPa). Six types of exponential functions were compared by Luis et al. [91], and it was found that the Heyen-type α function (shown in Equation (12)) had the best predictive ability. By fitting for the experimental data of vapor pressure and saturated liquid density of 71 pure substances, the parameters MA1 and MA2 in a Heyen-type α function were expressed as a function of the eccentric factor ω, as shown in Equations (13) and (14) (hereinafter referred to as MAPR2):


     α = exp ( MA   1     ( 1   −   T   r    MA  2     ) )   



(12)






    MA  2   =     −   0.3327     ω   2  −    1.8678   ω   −   0.2626    1.3642  ω + 0.3788     + 1.3642   ω + 1.3788   



(13)






    MA  1   =    1.3642  ω + 0.3788      MA  2     



(14)








	➁

	
Specific volume translation modification method









Usually, for the PR equation, the accuracy of the predicted saturated vapor pressure is high, while that of the predicted liquid density is low. In response to this phenomenon, the introduction of specific volume translation can directly improve the accuracy of the predicted liquid density, as shown in Equations (15) and (16) [88,96]:


   p =    RT    ( V +  Δ  V )   −   b       −     a   ( V +  Δ  V )   ( V +  Δ  V + b ) + b ( V +  Δ  V   −   b )     



(15)






     V = V    PR      −    Δ V  



(16)




where VPR is the liquid specific volume calculated by the PR equation, m3/kg, and ΔV is the specific volume translation, m3/kg.



Another specific volume translation modification model proposed by Duan et al. [88] is shown in Equations (17)–(19):


  Δ  V =  Δ  V c  · Δ  VT   



(17)






  Δ  V c   = ( 0.3074       −   Z   c     ) RT   c    /    p c   



(18)






     VT = VT   1     + ( 1   −   VT   1     ) exp [ VT   2     ( 1   −   T   r   ) ]   



(19)




where ΔVc is the specific volume translation at the critical point, m3/kg; Zc is the critical compression factor; VT is a temperature-dependent parameter; and VT1 and VT2 are the required parameters for VT. VT1 and VT2 were obtained by correlating 198 polar and non-polar working fluids and the expressions are shown in Equations (20) and (21). According to Duan’s study [88], when the saturated liquid density was predicted by Equations (17)–(21) (hereinafter referred to as VTPR1), the average relative deviation (ARD) between the predicted and reference values was 1.83%, which showed a strong versatility.


    VT  1   = − 2.8431     ∗   exp   [   − 64.2184   (  0.30740      −   Z   c   )   ]     + 0.1735   



(20)






    VT  2   = − 99.2558   + 301.6201     Z   c   



(21)







For the parameter VT in Equation (17), Lin et al. [87] proposed another model (hereinafter referred to as VTPR2), as shown in Equation (22):


   VT   = 1 −  VT 3  ( 1 −  T r  )    VT 4    ( 1 +  VT 5  ( 1 −  T r  )   0.5  )  



(22)




where VT3, VT4, and VT5 are the required parameters for VT in the VTPR2 model, whose expressions are shown in Equations (23)–(25), respectively. The ARD between the predicted and reference values of the densities of 25 halogenated hydrocarbons when using VTPR2 model is within 2.0% [87].


    VT  3   = 583.4868     ∗   exp   [   − 179.2123   (  0.30740    − Z   c   )   ]   + 3.1436   



(23)






     VT  4   = 2289.4789   − 2266.0959  /    Z c   + 840.4632  /    Z c 2  −    138.4154 /    Z c 3   + 8.5414  /  Z c 4    



(24)






     VT  5   = − 1512.0836   + 1491.1370  /    Z c   − 551.0456  /    Z c 2   +     90.3921 /    Z c 3   − 5.5535  /  Z c 4    



(25)







The specific volume translation modification model proposed by Nazarzadeh et al. [93] (hereinafter referred to as VTPR3) is similar to Equations (17) and (18), but the expression of VT is slightly different, as shown in Equation (26):


     VT = VT   6     + ( 1 − VT   6     ) exp ( VT   7     | α − T   r   | )   



(26)




where VT6 and VT7 are the required parameters for VT in the VTPR3 model. The calculation formulas are shown in Equations (27) and (28). The ARD between the predicted and reference values of the saturated liquid density of alkanes, alkenes, CO2, CO, H2S, N2 and NH3 when using the VTPR3 model is 1.29%.


    VT  6   = − 7.341       ×   10    13        ∗   Z   c  25.916    + 0.11   



(27)






    VT  7   = − 44.226     ∗   exp ( − 5.364     Z   c   ) + 0.806   



(28)








	➂

	
Modification of parameters a and b









Haghtalab et al. [94] conducted a modification for parameters a and b in the PR equation, and the two parameters were expressed as a function of the contrast temperature (hereinafter referred to as MPPR), as shown in Equations (29) and (30).


   a = 0.475235         ( RT   c  )  2     p c       exp ( 1 − MP   1       ln T  r    )  



(29)






   b = 0.077796      RT  c     p c       [ 1 + MP   2     ( 1 − T   r   ) ]   



(30)




where MP1 and MP2 are the parameters used to calculate the modified a and b parameters, as shown in Equations (31) and (32). The ARD between the predicted and reference values of the liquid densities of 49 pure substances when using the MPPR model is 4.803% [94].


    MP  1   = 1.7309   + 1.6571   ω + 0.1554     ω   2   



(31)






    MP  2   = 0.2476   − 0.8857   ω + 0.1900     ω   2   



(32)








Patel–Teja Equation of State


Andrés et al. [89] compared the PR equation and the Patel–Teja equation (hereinafter referred to as the PT equation) with three parameters (a, b and c) for predicting liquid density. The results showed that the PT equation was superior to the PR equation in predicting liquid density. The PT equations are shown in Equations (33)–(40):


   p =    RT    V − b     −   a   V 2   + ( b + c ) V − bc     



(33)






     a = a   c  α  



(34)






   a c     = CE   1         ( RT   c  )  2     p c     



(35)






     b = CE   2      RT  c     p c     



(36)






     c = CE   3      RT  c     p c     



(37)






    CE  3     = 1 − 3 ξ   c   



(38)






    CE  2 3   +   (     2 − 3 ξ   c   )    CE  2 2     + 3 ξ   c 2    CE  2     − ξ   c 3   = 0   



(39)






    CE  1     = 3 ξ   c 2   + 3   (     1 − 2 ξ   c   )    CE  2     + CE   2 2     + 1 − 3 ξ   c   



(40)




where CE1, CE2 and CE3 are the parameters of the PT equation; CE2 is the smallest positive real root of the cubic Equation (39); and ξc is the theoretical critical compression factor. The theoretical critical compressibility factor ξc and α function used here were the empirical formulas given in [95], as shown in Equations (41) and (42).


   ξ c   = 0.329032   − 0.076799   ω + 0.0211947     ω   2   



(41)






   α = [ 1 + ( 0.45241   + 1.30982   ω − 0.295937     ω   2     ) ( 1 − T   r  0.5      ) ]   2   



(42)








NEOS Model


The model proposed by Nasrifar et al. [97] (hereinafter referred to as NEOS) is a two-parameter cubic equation. The expressions for the parameters a, b, ac and bc in this model are quite different from those in the PR equation, as shown in Equations (43)–(47):


   p =    RT    V − b     −   a   V 2     + 2 bV − 2 b   2     



(43)






     a = a   c       [ 1 + CE   5     ( 1 − CE   4     0.5    ) ]   2   



(44)






     b = b   c     [ 1 + CE   6     ( 1 − CE   4   ) ]   



(45)






   a c   = 0.497926         ( RT   c  )  2     p c     



(46)






   b c   = 0.094451      RT  c     p c     



(47)




where CE4, CE5 and CE6 are the parameters of the NEOS model, as shown in Equations (48)–(50), respectively. When CE4, CE5 and CE6 are obtained, a three-phase point needs to be assumed and the parameters under the assumed three-phase point are expressed by Equations (51)–(53). The ARD between the predicted and reference values of the liquid densities of 20 pure substances predicted by the NEOS model is 2.42% [97].


    CE  4   =       T − T    pt      T c     − T    pt      



(48)






    CE  5   =      a  pt      a c      − 1   



(49)






    CE  6   =     b  pt      b c     − 1   



(50)






     a  pt      b  pt     RT   pt      = 29.7056   



(51)






     T  pt      T  c      = 29.7056 + 0.3359 ω − 0.1037  ω 2    



(52)






     b  pt      b  c      = 1 − 0.1519 ω − 3.9462  ω 2  + 7.0538  ω 3    



(53)







The expressions and modified parameters of the above nine models are summarized in Table 3.





3.2.2. Criterion of Iterative Computations for Comparison of Different Prediction Models


Taking the common electronic fluoride liquids (FC-72, Novec 649 and HFE-7100) used in two-phase liquid immersion cooling systems as examples, the saturated vapor pressures and saturated liquid densities are calculated by the nine prediction models summarized in Table 3. The condition of vapor–liquid equilibrium is regarded as the criterion of iterative computations. According to the condition of vapor–liquid equilibrium, the fugacity coefficients of the saturated vapor and liquid are equal under the same temperature, i.e., φs,V = φs,L. Thus, when |ln(φs,V/φs,L)| < 10−5, it can be regarded that the fluids are in vapor–liquid equilibrium. The equations of ln(φs,V/φs,L) are shown in Table 4.




3.2.3. Comparison and Discussion of Different Models of Saturated Vapor Pressure


As shown in Equations (15) and (16), since the specific volume translation modification method has little effect on the calculation of saturated vapor pressure, only six prediction models excluding the VTPR1, VTPR2 and VTPR3 models were used to calculate saturated vapor pressure within the temperature range of 273.15 K to 353.15 K at an interval of 4 K (the following work was conducted under the same condition). The relative deviations of the predicted saturated vapor pressures of FC-72, Novec 649 and HFE-7100 obtained by different models are shown in Figure 2, Figure 3 and Figure 4, respectively. The experimental data of the saturated vapor pressures for FC-72, Novec 649 and HFE-7100 were taken from the literature [60,66,73], and the combined uncertainties in measurements (level of confidence = 0.95, coverage factor = 2) of Novec 649 and HFE-7100 were 1.21% [60] and 0.82% [66], respectively; the uncertainty in measurements of FC-72 was not mentioned in the literature [73]. The maximum relative deviation (MRD) and ARD between the predicted and reference values of the saturated vapor pressures for the above three liquids are shown in Table 5.



It can be found from Figure 2, Figure 3 and Figure 4 and Table 5 that for the three electronic fluoride liquids, the MRDs between the predicted and reference values appear at low temperatures for the PR, MAPR1, MAPR2 and MPPR models. The reason for this is mainly that saturated vapor pressures at lower temperatures are small, which leads to large relative deviations even if the absolute deviations are less than 0.5 kPa. For all three electronic fluoride liquids, the ARDs between the predicted and reference values for the PR model and its modified forms were all within 1.22%, which is lower than those obtained by the PT and NEOS models. However, when the saturated vapor pressures of the three electronic fluoride liquids were predicted by the original PR equation to be below 300 K, the relative deviations between the predicted and reference values were more than 1%, and even more than 5%, and the predictive accuracy improved at low temperatures by using its modified forms (MAPR1, MAPR2 and MPPR). The MAPR2 model had the highest accuracy, while the MAPR1 model had the lowest accuracy. The MRDs between the reference [60,66,73] and predicted values when using the PT equation were smaller than the MRDs when using the PR equation, but its ARDs were higher than the ARDs when using the PR equation. Compared with other models, the NEOS model failed to show any advantages in most cases. Combined with the definition of the NEOS model by Nasrifar et al. [97], some parameters (CE4, CE5, CE6) are determined by certain substances, where fully or almost fully halogenated hydrocarbon with more than five carbons are not involved, and this may be the cause of its low accuracy in predicting the saturation vapor pressure of electronic fluoride liquids compared with other models.



In summary, when the saturated vapor pressures are to be predicted, the modified models of the PR equation are recommended firstly, and especially the MAPR2 model. The other cubic equations (PT and NEOS) mentioned in this paper have poor predictive accuracy, so they are not recommended.




3.2.4. Comparison and Discussion of Different Models of Saturated Liquid Density


The nine prediction models summarized in Table 3 were used to calculate the saturated liquid densities of the three electronic fluoride liquids. The results are shown in Figure 5, Figure 6 and Figure 7. The experimental data on the saturated liquid densities were taken from the literature [60,66,71], and the combined uncertainties in measurements (level of confidence = 0.95, coverage factor = 2) of FC-72, Novec 649 and HFE-7100 were 0.029% [60], 0.0075% [66] and 0.02% [71], respectively. Table 6 shows the MRDs and ARDs between the predicted and reference values of different prediction models for the saturated liquid densities.



From Figure 5, Figure 6 and Figure 7, it can be known that compared with the PR model, the modification of the α function (MAPR1 model and MAPR2 model) cannot significantly improve the predictive accuracy of saturated liquid densities, which is exactly as some have scholars proposed, that the modification of the α function was more beneficial for predicting saturated vapor pressure, but for liquid density, this modification did not seem to work [89,90,91,92]. The specific volume translation modification method of the PR equation has a direct impact on the prediction of liquid densities. Except for the VTPR3 model, the VTPR1 and VTPR2 models have higher predictive accuracy than the PR model, and the VTPR1 model has the highest accuracy. In most cases, the PT model has a poor accuracy when saturated liquid densities are predicted. Furthermore, for some models, a good predictability of saturated vapor pressures does not mean a good predictability of saturated liquid densities. For instance, the MPPR model has a high accuracy ranking only second to the MAPR2 model for saturated vapor pressures, while its accuracy is really low for saturated liquid densities. These results were also summarized by Haghtalab et al., who showed a low accuracy of the PT model [98] and the MPPR model [94] when liquid densities were predicted, especially for some fluorinated compounds, such as [−(CF2)4-]. The predictive accuracy of the NEOS model was better than that of the PR equation for FC-72 and Novec 649 for the saturated liquid densities, but its relative deviations between the predicted and reference values were the largest of all the models in most cases when saturated vapor pressures were predicted. Therefore, in consideration of versatility, the MPPR and NEOS models are not recommended.



In summary, when saturated liquid densities are predicted, the specific volume translation modification model is recommended and the VTPR2 model has the best accuracy out of all the models reviewed in this work.





3.3. Prediction Models of Surface Tension


3.3.1. Prediction Models of Surface Tension


A correlation between the dimensionless surface tension σr = σpc−2/3Tc−1/3 (or σr = σVc2/3Tc−1) and the contrast temperature Tr based on the principle of corresponding states (PCS) was proposed by Brock et al. [99], as shown in Equation (54):


     σ = p   c   2 / 3     T c   1 / 3       ST ( 1 − T   r   )   11 / 9     



(54)




where ST is the function obtained by fitting the physical property data of many substances. Because the correlation proposed by Brock et al. [99] was only for non-polar fluids, some researchers subsequently modified the parameter ST in Equation (54) to make it adapt to polar fluids. Pitzer et al. [100] fitted ST to a function of the eccentricity factor ω, shown in Equation (55) (hereinafter referred to as the PST model). In addition, the surface tensions of more than 1700 kinds of fluids by genetic algorithms were calculated by Gharagheizi et al. [101], and the corresponding Equation (56) (hereinafter referred to as the GST model) was obtained.


     Σ = p   c   2 / 3     T c   1 / 3      1.86  + 1.18   ω    19.05     [   3.75  + 0.91   ω    0.291  − 0.08   ω    ]    2 / 3         ( 1 − T   r  )    11 / 9     



(55)






     σ = p   c   2 / 3     T c   1 / 3     [ 7.728729       ∗   10     − 4     T  br    + 2.476318       ∗   10     − 4       ( T    br  3     + V   c     ) ] ( 1 − T   r   )   11 / 9     



(56)




where Tbr is the contrast temperature under the boiling point, K.



Miqueu et al. [102] proposed a prediction model of the surface tension suitable for N2, O2, rare gases, alkanes and refrigerants based on the previous studies [101,103], as shown in Equation (57) (hereinafter referred to as the MST model). The model proposed by Duan et al. [104] was obtained by fitting the surface tension data of methane, ethane and propane halogenated hydrocarbons, as shown in Equation (58) (hereinafter referred to as the DST model).


     Σ = kT   c    (    N A     V c    )    2 / 3     ( 4.35   + 4.14     ω ) ( 1 − T   r   )  1.26    ( 1 + 0.19     ( 1 − T   r   )  0.5    − 0.25     ( 1 − T   r   ) )   



(57)






   σ = 0.57088     p   c   2 / 3     T c   1 / 3     ( 1 + 0.7467     ω ) ( 1 − T   r   )  1.26      ( 1 + 0.0973     ( 1 − T   r   )  0.5    − 0.1885     ( 1 − T   r   ) )   



(58)







In addition, Nicola et al. [105,106] optimized all exponents based on the surface tension data of some refrigerants and two prediction models were successively proposed, as shown in Equations (59) and (60) (hereinafter referred to as the NST1 model and the NST2 model, respectively). In the NST1 model, the molecular dipole moment μ is used to reflect the influence of molecular polarity on the surface tension of the fluids.


   Σ = 0.813     p   c  0.565    T c  0.364      ( 4.259   ω − 0.645       4300 μ   2     T c   V c    )   0.143        ( 1 − T   r  )   1.266    



(59)






   σ = 0.658     p   c  0.618    T c  0.34      ( 1 + ω )    0.77        ( 1 − T   r  )   1.262    



(60)







The prediction models of the surface tensions of electronic fluoride liquids are summarized in Table 7.




3.3.2. Comparison and Discussion of Different Models of Surface Tension


The surface tensions of FC-72, Novec 649 and HFE-7100 were predicted, respectively, by using the above six prediction models (shown in Table 7), and the relative deviations between the predicted results and the reference values from the literature [62,70,71] are shown in Figure 8, Figure 9 and Figure 10. The combined expanded uncertainties in measurements (level of confidence = 0.95, coverage factor = 2) of FC-72, Novec 649 and HFE-7100 were 0.45% [62], 1.5% [70] and 1.5% [71], respectively. The MRDs and ARDs between the predicted and reference values of different models are shown in Table 8.



As Gharagheizi et al. [101] found, for most studied compounds, the GST model had the lowest average relative deviations compared with the other two investigated models (by Brock et al. [99] and Pitzer et al. [100], named the PST model in this paper) in predicting surface tension; the results from Table 8 also indicate that the GST model has the best universality out of all the models, and it has a good accuracy for electronic fluoride liquids. However, for different liquids, the best prediction model may be different: for FC-72, the GST model contributed the best prediction results; for Novec 649, the relative deviations of the MST model were the smallest; and for HFE-7100, the best prediction model was the DST model. In addition, Figure 8, Figure 9 and Figure 10 show that the deviation curves of the models for different electronic fluoride fluids present a similar tendency, and the difference in the deviation curves for different fluids under the same model seem related to the molecular dipole moment. The molecular dipole moments of FC-72, Novec 649 HFE-7100 were 0, 0.43 and 2.4, respectively. The molecular dipole moment of Novec 649 was slightly larger than that of FC-72 and the relative deviation curves of Novec 649 were slightly higher than those of FC-72 under the same model correspondingly, while the molecular dipole moment of HFE-7100 was much larger than those of FC-72 and Novec 649 and the relative deviation curves of HFE-7100 were much higher than those of FC-72 and Novec 649 under the same model, correspondingly. Based on this change law, it can be inferred that different models are suitable for fluids depending on their different polarity ranges. As there are few types of electronic fluoride liquids suitable for two-phase liquid immersion cooling systems, this change law has not been fully verified.





3.4. Prediction Models of Viscosity and Thermal Conductivity


3.4.1. Prediction Models of Viscosity and Thermal Conductivity


Principle of Corresponding States (PCS)


Viscosity and thermal conductivity are two transmission properties of fluids and have a relatively great impact on heat transfer. The model based on the principle of corresponding states (hereinafter referred to as the PCS model) is usually used to compute the viscosity and thermal conductivity in REFPROP v10.0 [107]. The expressions of viscosity and thermal conductivity in the PCS model are shown as Equations (61) and (62), respectively.


     η ( T , ρ ) = η   ∗     ( T ) + Δ η ( T , ρ ) = η   ∗     ( T ) + Δ η   0     ( T   0     , ρ   0     ) F   η   ( T , ρ )   



(61)






     λ ( T , ρ ) = λ    int      ( T ) + λ   ∗     ( T ) + Δ λ ( T , ρ ) = λ    int      ( T ) + λ   ∗     ( T ) + Δ λ   0     ( T   0     , ρ   0     ) F   λ   ( T , ρ )   



(62)




where η* is the dilute gas viscosity, Pa·s; Δη is the residual viscosity, Pa·s; Δη0 is the residual viscosity of the reference fluid, Pa·s; Fη is the modified coefficient of the residual viscosity; λint is the thermal conductivity contributed by the internal motion of molecules of the fluids, W/(m·K); λ* is the dilute gas thermal conductivity, W/(m·K); Δλ is the residual thermal conductivity, W/(m·K); Δλ0 is the residual thermal conductivity of the reference fluid, W/(m·K); Fλ is the modified coefficient of the residual thermal conductivity; and T0 and ρ0 are the conformal temperature and conformal density of the reference fluid, K and kg/m3, respectively. The expressions of T0, ρ0, Fη and Fλ are shown in Equations (63)–(66):


   T 0   = T  /  f ( T , ρ )   



(63)






   ρ 0   = ρ h ( T , ρ )   



(64)






   F η   (   T , ρ   )     = f    1 / 2    h   − 2  / 3     [  M   M 0    ]   1 / 2    



(65)






   F λ   (   T , ρ   )     = f    1 / 2    h   − 2  / 3     [    M 0   M  ]   1 / 2    



(66)




where f and h are the conformal parameters, based on Chen and Hou’s study [108], and M and M0 are the molar masses of the studied fluids and the reference fluid, respectively, g/mol.



According to the literature [107], the equations for dilute gas viscosity are shown in Equations (67)–(71), the thermal conductivity contributed by the internal motion of molecules is expressed in Equation (72), and the dilute gas thermal conductivity is expressed as Equation (73):


   η ∗   ( T ) = 4.0785       ( MT )    0.5      V c  2 / 3    Ω   ( 2 , 2 )       F ∗   



(67)






    Ω   ( 2 , 2 )     = 1.16145     T    dim       − 0.14874     + 0.52487     e     − 0.77320     T    dim      + 2.16178     e     − 2.43787     T    dim     −    0.0006435    T    dim      0.14874    sin ( 18.0323     T    dim       − 0.76830     − 7.27371   )    



(68)






   T  dim    = 1.2593     ∗   T    /    T c   



(69)






   F ∗   = 1 − 0.2756   ω + 0.059035     μ    dim  4   + κ   



(70)






   μ  dim    = 131.3   μ    /      ( V   c   T c   )  0.5    



(71)






   λ  int    ( T )   = 0.00132       η ∗   M     [ c     ∗   −   5 2   R ]   



(72)






   λ ∗   ( T )   =       15   ×   10     − 3       R η   ∗     4 M     



(73)




where Ω is the collision integral; F* is the modified coefficient of the dilute gas viscosity; Tdim is the dimensionless temperature; μdim is the dimensionless molecular dipole moment; c* is the ideal gas specific heat, J/(kg·K); and κ is the parameter related to hydrogen bonding interactions, which equals to 0 for electronic fluoride fluids.




Other Prediction Models of Viscosity


From the perspective of input parameters, Dabir et al. [109] divided the prediction models of viscosity into the following forms: viscosity varies with temperature, viscosity varies with density, viscosity varies with surface tension and viscosity varies with molecular property. Among them, temperature is easiest to obtain in engineering applications; so, the prediction models of viscosity varying with temperature are discussed in this work. From the perspective of the prediction principle, Dabir et al. [109] classified the prediction models into two categories: models based on the principle of corresponding states (PCS) and models based on the group contribution method (GCM). The models based on the principle of corresponding states take many forms, but the PCS model used in REFPROP v10.0 [107] is only discussed in this paper. For the models of viscosity (varying with temperature) based on the group contribution method, the viscosity at a specific temperature or the temperature corresponding to a certain viscosity is firstly obtained and then the viscosities at other temperatures are obtained further.



Sastri et al. [110] proposed a model based on the relationship between viscosity and saturated vapor pressure. The liquid viscosity at the boiling point of pure organic substances by the group contribution method is obtained firstly and then, the liquid viscosities at other temperatures are extrapolated from the saturated vapor pressures. The expression of this model is shown as follows (hereinafter referred to as the SVIS1 model).


     η = η   b   p     − DV   1     



(74)






    ln p = ( 4.5398   + 1.0309     ln T   b   )   ×      ( 1 −       (   3 − 2 T  /  T b   )    0.19     T /  T b     − 0.38     (   3 − 2 T    /    T b   )     − 0.81     ln ( T    /    T b   ) )   ,   T <  T b   



(75)






   ln p =  (   ln p  c     ) T   c    /      ( T   c     − T   b     ) ( 1 − 1   /   T   b   T )  ,   T >  T b   



(76)




where ηb and DV1 are determined by the group contribution method, and p is the saturated vapor pressure.



In addition, Sastri et al. [111] proposed another prediction model of the liquid viscosity for pure organic substances (hereinafter referred to as the SVIS2 model), which is suitable for a temperature range of 0.7 (the contrast temperature) around the critical temperature. The expression of the SVIS2 model is shown as Equation (77).


   ln η = [       ln η   b     ln ( 0.248     η   b  )    ]       1 − T   r       1 − T    br        ln ( 0.248     η   b  )  



(77)







For the model proposed by Nannoolal et al. [112] based on the group contribution method (hereinafter referred to as the NVIS model), when the liquid viscosities of 813 pure substances (12,139 data points) were predicted, the relative average deviation between the predicted and reference values was 15.3%. The NVIS model is shown in Equations (78)–(80):


    DV  2   =       Sum ( DV   2  )     Num    − 2.5635     + 0.0685     + 3.7777   



(78)






   T  ref    = 21.8444     T   b  0.5    +       Sum ( T    ref    )  0.9315       Num   0.6577    + 4.9259     − 231.1361   



(79)






  ln  (   η  1.3  cp     )     = − DV   2  (      T − T    ref        T − ( T    ref      /   16 )    )  



(80)




where DV2 is the slope; Tref is the reference temperature of the viscosity, K; Num is the number of non-hydrogen atoms; and Sum (DV2) and Sum (Tref) are obtained by the group contribution method.




Other Prediction Models of Thermal Conductivity


The prediction models of the thermal conductivity of organic substances were classified into five categories by Govender et al. [113]: ① the group contribution method; ② empirical formulas based on basic thermophysical properties; ③ the principle of corresponding states; ④ correlations in the data on cognate organic substances; and ⑤ the molecular dynamics model. The models based on the principle of corresponding states are described above. The correlations in the data on cognate organic substances can also be called the family method, which contains parameters that vary moving from family to family [114]. In the existing literatures, the correlations in the data on cognate organic substances have only been conducted on the data on methane series, ethane series and propane series of halogenated materials, but the electronic fluoride liquids studied in this paper belong to fully or almost fully halogenated hydrocarbons with more than five carbons, which means that the existing correlations in the cognate organic substances are inapplicable for electronic fluoride liquids. In addition, for the molecular dynamics model based on statistical mechanics, it takes more time to model and simulate molecular motion compared with other models. Therefore, the last three categories (④ and ⑤) will not be discussed in this section. The model proposed by Govender et al. [113] is based on the group contribution method, as shown in Equations (81) and (82) (hereinafter referred to as the GTC model):


     λ = λ    ref      + TC   1     ( T − T    ref   )  



(81)






   λ  ref    = exp (     ln ( Num )    Num     TC  2  )  



(82)




where TC1 and TC2 are obtained by the group contribution method and Num is the number of non-hydrogen atoms.



The prediction model of the thermal conductivity proposed by Sastri et al. [115] is similar to that of the viscosity. Firstly, the thermal conductivity at the boiling point is obtained by the group contribution method and then, the thermal conductivities at other temperatures are calculated. The model is shown in Equation (83) (hereinafter referred to as the STC model):


     λ = λ   b  0.16      [ 1 − (       1 − T   r       1 − T    br      )  0.20   ]    



(83)




where λb is calculated by the group contribution method, W/(m·K). The values 0.16 and 0.20 are the suggested values for λb [115].



Latini et al. [106] compared 20 prediction models of thermal conductivity from the perspective of engineering applications and it is considered that the models proposed by Riedel et al. [95,115], Sastri et al. [115] and Latini et al. [116] are the best prediction models of thermal conductivity. The prediction model proposed by Sastri et al. [115] is shown in Equation (83), while the model by Latini et al. [116] is only suitable for methane series, ethane series and propane series of halogenated materials.



Sato et al. proposed that thermal conductivity at the boiling point could be estimated according to λb = 1.11/M0.5 and that liquid thermal conductivity could be predicted by Equation (84) [95,116] (hereinafter referred to as the RSTC model):


  λ    =    1.11    M  0.5          3 + 20 ( 1 − T   r   )   2   /   3         3 + 20 ( 1 − T    br    )   2   /   3       



(84)







A gene expression programming algorithm was used to obtain a prediction model for the representation of liquid-phase thermal conductivity based on approximately 19,000 liquid thermal conductivity data at different temperatures related to 1636 chemical compounds by Gharagheizi et al. [117]. This prediction model is shown by Equations (85)–(87) (hereinafter referred to as the GHTC model). The ARD between the reference values and the predictive values was about 9% [117]:


  λ    = 10     − 4         ∗   [ 10 ω + 2 p   c   − 2 T + 4 + 1.908   (   T b   +    1.009    ∗ TC   4 2     M 2     )  +   3.9287    ∗ M   4      TC  4 4     +      TC  3      TC  4 8    ]  



(85)






    TC  3   = 3.8588       ∗   M   8   ( 1.0045     TC   4   + 6.5152   M − 8.9756   )   



(86)






    TC  4   = 16.0407     M + 2 T   b   − 27.9074   



(87)









3.4.2. Comparison and Discussion of Different Models of Viscosity and Thermal Conductivity


Discussion of The PCS Model


For the PCS model, the relative deviations between the predicted values and the reference values [64,70,74] of the viscosities of FC-72, Novec 649 and HFE-7100 and the relative deviations between the predicted values and the reference values [68,72] of the thermal conductivities of Novec 649 and HFE-7100 are shown in Figure 11 and Figure 12, respectively. The data on the thermal conductivity of FC-72 were too few to be referred [65]. The combined expanded uncertainties in viscosity measurements (level of confidence = 0.95, coverage factor = 2) of FC-72, Novec 649 and HFE-7100 were 0.8% [64], 3.0% [70] and 2.0% [74], respectively. The combined expanded uncertainties in thermal conductivity measurements (level of confidence = 0.95, coverage factor = 2) of Novec 649 and HFE-7100 were 3.0% [78] and 2.0% [72], respectively. The ideal gas specific heat required to calculate the thermal conductivity contributed by the internal motion of molecules was estimated by Aspen Plus v10. The residual viscosity and residual thermal conductivity of the reference fluid R134a were calculated by the formulas in literature [118,119].



From Figure 11 and Figure 12, it can be found that when the viscosities and thermal conductivities of the electronic fluoride liquids were predicted, the relative deviations between the predicted values and the reference values were high under most conditions. Given these results, the empirical correction factor ψ for viscosity and χ for thermal conductivity are introduced to further modify the conformal density [107], as shown in Equations (88) and (89), which will greatly improve the predictive accuracies of viscosity and thermal conductivity. However, these two new parameters were fitted by a great number of experimental data which may have made the work more difficult and contrary to the main goal of obtaining the properties by the prediction models directly. Therefore, for viscosity and thermal conductivity, the PCS model is not an ideal prediction model, but its predictive values still have some reference significance.


   ρ   0   ,   η       ( T   ,   ρ ) = ρ   0     ( T   ,   ρ )   ψ ( ρ   r     ) = ρ   0   ( T   ,   ρ )     ∑   i = 0   K   c i   ρ r    i   



(88)






   ρ   0   ,   λ       ( T   ,   ρ ) = ρ   0     ( T   ,   ρ )   χ ( ρ   r     ) = ρ   0   ( T   ,   ρ )     ∑   i = 0   K   d i   ρ r    i   



(89)








Comparison and Discussion of Different Models of Viscosity


The prediction results obtained by four prediction models of viscosity (PCS, SVIS1, SVIS2 and NVIS) for the three electronic fluoride liquids were compared, as shown in Figure 13, Figure 14 and Figure 15. For different electronic fluoride fluids, the best prediction models are also different. The best prediction models of viscosity for FC-72, Novec 649 and HFE-7100 are the SVIS2 model, the NVIS model and the SVIS1 model, respectively. The PCS model is not the best prediction model for any of these liquids. The predicted viscosities for FC-72 and HFE-7100 were more accurate than those for Novec 649 by using the SVIS1 and SVIS2 models. For FC-72 and HFE-7100, the relative deviations between the reference and predicted viscosities by the SVIS1 model were within 10%; when the SVIS2 model was used, the relative deviations between the reference and predicted viscosities were within 22%. However, for Novec 649, when using the two models, the relative deviations between the reference and predicted viscosities were greater than 24%. By analyzing the molecular structures of the liquids, it was found that the molecular structure of FC-72 contains two trifluoromethyl groups; the two types of molecular structures of HFE-7100 contain one and two trifluoromethyl groups, respectively; and the molecular structure of Novec 649 contains three trifluoromethyl groups. It can be judged preliminarily that the contribution values of the trifluoromethyl groups according to Sastri et al. [110,111] were too great, or that the modification of the molecular structures including poly-trifluoromethyl was not considered, which is an important reason for the high deviations in the predicted viscosities of Novec 649.



When the NVIS model was used to predict the viscosities of Novec 649 and HFE-7100, the relative deviations between the predicted and reference values were within 16%. For FC-72, the relative deviations were greater than 20%, and even up to 40%. By comparing the group contribution values given by the three models of SVIS1, SVIS2 and NVIS, it can be found that the group contribution values of −CF2− for the SVIS1 and SVIS2 models was 0, whileas the value of −CF2− in the NVIS model was a non-zero value. Therefore, when the NVIS model was used to calculate the viscosities of FC-72, the reason for the larger deviations could have been that the functional group −CF2− with a large contribution value was repeatedly accumulated.



In general, all the prediction models described above face the problem of having inaccurate contribution values of their fluorine-containing functional groups. In addition to the above models, a prediction model based on another group contribution method proposed by Velzen et al. [120] also showed the same result (not listed in this paper because of its high deviation). According to the studies in this work, there is no prediction model of viscosity with high precision and strong universality.




Comparison and Discussion of Different Models of Thermal Conductivity


The relative deviations of the predicted thermal conductivities of FC-72, Novec 649 and HFE-7100 are shown in Figure 16 and Figure 17.



The GTC and STC models based on the group contribution method had the largest relative deviations between the predicted and reference values among the five prediction models in this work, which suggests that the group contribution method may not be the best prediction method for the thermal conductivity of electronic fluoride liquids, and a reason for this may be the inaccurate contribution values of their fluorine-containing functional groups. For the other models (the PCS, RSTC and GHTC models), the relative deviations were basically less than 20%, but the predictive accuracy was still relatively low.



In short, combined with the discussion of prediction models of viscosity and thermal conductivity, it can be found that it is important to further study the fluorine-containing functional groups and the interaction parameters among the groups to improve the predictive ability of the viscosity and thermal conductivity of electronic fluoride liquids [121,122]. In addition, some scholars have proposed combining the group contribution method with an artificial neural network (ANN), which is used to establish the relationship between groups and thermodynamic properties to improve predictive accuracy based on a large number of experimental data [123].







4. Conclusions


Finding a new electronic fluoride liquid that is suitable for two-phase liquid immersion cooling technology is challenging. A preliminary analysis of their key thermodynamic properties through prediction models can provide a good guide. According to the above discussion in this paper, we obtained the following:




	(1)

	
For calculating saturated vapor pressure, the accuracy of the MAPR2 model is best out of all the studied models, while for saturated liquid density, the VTPR2 model has the highest accuracy. Therefore, it is recommended to combine the MAPR2 model and the VTPR2 model to predict the saturated vapor pressure and saturated density of a coolant.




	(2)

	
For calculating surface tension, the GST model has a good accuracy for most electronic fluoride liquids, but different models are suitable for fluids with different polarity ranges, which is why the best prediction models for the three coolants are not the same.




	(3)

	
For calculating viscosity and thermal conductivity, there were no prediction models with strong versatility and high accuracy found in this work. The effect of fluorine-containing functional groups on the predictive accuracy of viscosity and thermal conductivity of electronic fluoride liquids needs to be further developed.
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Nomenclature




	
Latin alphabet




	
a

	
equation parameters

	
m

	
α function coefficient




	
b

	
equation parameters

	
M

	
molar mass (g mol−1)




	
c

	
equation parameters

	
NA

	
Avogadro constant




	
d

	
equation parameters

	
p

	
pressure (Pa)




	
D

	
diameter (m)

	
r

	
radius (m)




	
f

	
conformal parameters related to temperature

	
R

	
gas constant (J mol−1 K−1)




	
F

	
correction factor

	
T

	
temperature (K)




	
g

	
acceleration of gravity (m s−2)

	
V

	
specific volume (m3 kg−1)




	
h

	
conformal parameters related to density

	
ΔV

	
specific volume translation (m3 kg−1)




	
k

	
Boltzmann constant

	
Z

	
compression factor




	
K

	
coefficient of critical heat flux

	
CHF

	
critical heat flux (W m−2)




	
ΔH

	
latent heat of evaporation (kJ kg−1)

	
HTC

	
heat transfer coefficient (W m−2 K−1)




	
Greek alphabet




	
α

	
α function

	
φ

	
fugacity coefficient




	
η

	
dynamic viscosity (Pa s)

	
χ

	
correction factor of thermal conductivity




	
κ

	
hydrogen bonding parameters

	
ψ

	
correction factor of viscosity




	
λ

	
thermal conductivity (W m−1 K−1)

	
ω

	
eccentricity factor




	
μ

	
molecular dipole moment

	
Ω

	
collision integral




	
ρ

	
density (kg m−3)

	
ξ

	
theoretical compression factor




	
Subscript




	
b

	
boiling point

	
r

	
contrast




	
br

	
boiling point contrast state

	
ref

	
reference




	
c

	
critical state

	
s

	
saturated state




	
dim

	
dimensionless

	
V

	
gas phase




	
L

	
liquid phase

	
w

	
wall




	
o

	
outside the tube

	
η

	
dynamic viscosity




	
PR

	
PR equation

	
λ

	
thermal conductivity




	
pt

	
pseudo-triple point

	
0

	
reference fluid




	
Superscript




	
int

	
contribution of intramolecular motion

	
*

	
dilution gas item
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Figure 1. The development of liquid immersion cooling for electronic devices [20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42]. 
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Figure 2. Relative deviations between the predicted and reference values [60] of the saturated vapor pressures of FC-72. 
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Figure 3. Relative deviations between the predicted and reference values [66] of the saturated vapor pressures of Novec 649. 
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Figure 4. Relative deviations between the predicted and reference values [73] of the saturated vapor pressures of HFE-7100. 
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Figure 5. Relative deviations between the predicted and reference values [60] of the saturated liquid densities of FC-72. 






Figure 5. Relative deviations between the predicted and reference values [60] of the saturated liquid densities of FC-72.



[image: Applsci 13 04200 g005]







[image: Applsci 13 04200 g006 550] 





Figure 6. Relative deviations between the predicted and reference values [66] of the saturated liquid densities of Novec 649. 
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Figure 7. Relative deviations between the predicted and reference values [71] of the saturated liquid densities of HFE-7100. 
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Figure 8. Relative deviations between the predicted and reference values [62] of the surface tension of FC-72. 
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Figure 9. Relative deviations between the predicted and reference values [70] of the surface tension of Novec 649. 
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Figure 10. Relative deviations between the predicted and reference values [71] of the surface tension of HFE-7100. 
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Figure 11. Relative deviations between the predicted and reference values [64,70,74] of the viscosities of FC-72, Novec 649 and HFE-7100 using the PCS model. 
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Figure 12. Relative deviations between the predicted and reference values [68,72] of the thermal conductivities of Novec 649 and HFE-100 using the PCS model. 
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Figure 13. Relative deviations between the predicted and reference values [64] of the viscosities of FC-72. 
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Figure 14. Relative deviations between the predicted and reference values [70] of the viscosities of Novec 649. 
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Figure 15. Relative deviations between the predicted and reference values [74] of the viscosities of HFE-7100. 
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Figure 16. Relative deviations between the predicted and reference values [68] of the thermal conductivities of Novec 649. 
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Figure 17. Relative deviations between the predicted and reference values [72] of the thermal conductivities of HFE-7100. 
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Table 1. Studies on the thermophysical properties of FC-72, Novec 649 and HFE-7100.






Table 1. Studies on the thermophysical properties of FC-72, Novec 649 and HFE-7100.





	
Reference

	
Thermophysical Properties

	
Temperature Range

	
Pressure Range

	
Measurement Method or Instrument






	
FC-72




	
Stiles et al. [58]

	
Density

	
273~323 K

	

	
Pycnometer




	

	
Saturated vapor Pressure

	
284~343 K

	

	




	

	
Surface tension

	
283~323 K

	

	
Capillary ascending method




	

	
Viscosity

	
273~323 K

	

	
Ubbelohde viscometer




	
Dunlap et al. [59]

	
Saturated vapor Pressure

	
303~330 K

	

	
Static method




	

	
Density

	
288~318 K

	
Atmospheric pressure, saturated state

	
Expansion bottle




	
Dias et al. [60]

	
Saturated vapor pressure

	
288~308 K

	

	
Static method




	

	
Density

	
288~298 K

	

	
Vibrating tube method




	
Freire et al. [61]

	
Viscosity

	
298~318 K

	
Atmospheric pressure

	
Ubbelohde viscometer




	
Freire et al. [62]

	
Surface tension

	
283~308 K

	

	
Surface pressure gauge




	
Cochran [63]

	
Density

	
233~253 K

	

	
Pycnometer method




	

	
Viscosity

	
233~253 K

	

	
Ubbelohde viscometer




	

	
Specific heat capacity

	
233~253 K

	

	
Differential scanning calorimeter




	
Morgado et al. [64]

	
Viscosity

	
278~323 K

	
Atmospheric pressure

	
Ubbelohde viscometer




	
Irving et al. [65]

	
Thermal conductivity

	
273~318 K

	

	
Steady state hot wire method




	
Novec 649




	
Mclinden et al. [66]

	
Saturated vapor pressure

	
325~420 K

	

	
Static method




	
Mclinden et al. [66]

	
Density

	
225~470 K

	
~25 MPa

	
Two-sinker density meter




	
Tanaka et al. [67]

	
Density

	
333~523 K

	
~10 MPa

	
Equal volume method




	
Perkins et al. [68]

	
Thermal conductivity

	
183~501 K

	
~69 MPa

	
Transient hot wire method




	
Wen et al. [69]

	
Viscosity

	
243~373 K

	
~40 MPa

	
Vibrating string method




	
Cui et al. [70]

	
Viscosity

	
303~433 K

	

	
Surface light scattering method




	

	
Surface tension

	
303~433 K

	

	
Surface light scattering method




	
HFE-7100




	
Rausch et al. [71]

	
Density

	
273~363 K

	

	
Vibrating tube method




	

	
Viscosity

	
273~373 K

	

	
Surface light scattering method




	

	
Surface tension

	
273~373 K

	

	
Surface light scattering method




	
Bi et al. [72]

	
Thermal conductivity

	
252~333 K

	
Atmospheric pressure

	
Transient hot wire method




	

	
Viscosity

	
293~393 K

	

	
Surface light scattering method




	

	
Surface tension

	
293~393 K

	

	
Surface light scattering method




	
An et al. [73]

	
Saturated vapor pressure

	
306~431 K

	

	
Burnett method




	
Meng et al. [74]

	
Viscosity

	
253~363 K

	
~30 MPa

	
Vibrating string method




	
Piñeiro et al. [75]

	
Density

	
283~323 K

	
~40 MPa

	
Vibrating tube method




	
An et al. [76]

	
Density

	
275~303 K

	
~19 MPa

	
Equal volume method




	
Li et al. [77]

	
Density

	
279~321 K

	
Atmospheric pressure

	
Density meter




	

	
Surface tension

	
279~321 K

	

	
Capillary ascending method




	
Qi et al. [78]

	
Density

	
283~363 K

	
~100 MPa

	
Vibrating tube method




	
Hu et al. [79]

	
Viscosity

	
253~373 K

	
~30 MPa

	
Vibrating string method




	
Zheng et al. [80]

	
Specific heat capacity

	
253~323 K

	
~15 MPa

	
Flow calorimeter
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Table 2. Basic thermophysical properties of FC-72, Novec 649 and HFE-7100.
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	Working Fluid
	FC-72
	Novec 649
	HFE-7100





	Molecular structure
	[image: Applsci 13 04200 i001]
	[image: Applsci 13 04200 i002]
	[image: Applsci 13 04200 i003]



	CAS #
	355-42-0
	756-13-8
	163702-08-7



	Molar mass (g/mol)
	338.04 [83]
	316.04 [69]
	250 [71]



	Critical temperature (K)
	451.4 [84]
	441.81 [69]
	468.45 [71]



	Critical pressure (kPa)
	1859 [84]
	1869 [69]
	2230 [71]



	Critical density (kg/m3)
	621 [84]
	606.81 [69]
	555 [71]



	Eccentricity factor
	0.486 [83]
	0.471 [69]
	0.436 [77]



	Dipole moment
	0 [83]
	0.43 [69]
	2.4 [71]



	Boiling point (K)
	330.27 [83]
	322.15 [85]
	333.15 [77]
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Table 3. The nine prediction models of saturated vapor pressure and saturated density.
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Model

	
Expressions

	
Equation Parameters






	
PR

	
    p =    RT    V − b     −   a   V ( V + b ) + b ( V − b )      

      a = a   c  α   

    b    ≈    0.077796      RT  c     p c      

	
    a c    ≈    0.475235         ( RT   c  )  2     p c      

      α = [ 1 + m ( 1 − T   r  0.5      ) ]   2    

    {       m = 0.37646   + 1.54226   ω − 0.26992     ω   2     ω    ≤    0.491              m = 0.379642   + 1.48503   ω − 0.164423     ω   2   + 0.016666     ω   3             ω   >   0.491          




	
MAPR1

	
    m = 0.3919   + 1.4996   ω − 0.2721     ω   2   + 0.1063     ω   3    




	
MAPR2

	
    p =    RT    V − b     −   a   V ( V + b ) + b ( V − b )      

      α = exp ( MA   1     ( 1 − T   r    MA  2     ) )    

    b ≈  0.077796   RT c   p c     

	
     MA  2   =     − 0.3327     ω   2   − 1.8678   ω − 0.2626    1.3642  ω + 0.3788     + 1.3642   ω + 1.3788    

     MA  1   =    1.3642  ω + 0.3788      MA  2      




	
VTPR1

	
    p =    RT    ( V +  Δ  V ) − b     −   a   ( V +  Δ  V )   ( V +  Δ  V + b ) + b ( V +  Δ  V   −   b )      

      V = V    PR      −    Δ V   

	
   Δ  V c   = ( 0.3074       −   Z   c     ) RT   c    /    p c    

      VT = VT   1     + ( 1   −   VT   1     ) exp [ VT   2     ( 1   −   T   r   ) ]    

     VT  1   = − 2.8431     ∗   exp   [   − 64.2184   (  0.30740      −   Z   c   )   ]     + 0.1735    

     VT  2   = − 99.2558   + 301.6201     Z   c    




	
VTPR2

	
    p =    RT    ( V +  Δ  V ) − b     −   a   ( V +  Δ  V )   ( V +  Δ  V + b ) + b ( V +  Δ  V   −   b )      

      V = V    PR      −    Δ V   

   Δ  V =  Δ  V c    ·    VT    

	
      VT = 1   −   VT   3       ( 1   −   T   r  )     VT  4       ( 1 + VT   5       ( 1   −   T   r  )   0.5   )   

     VT  3   = 583.4868     ∗   exp   [   − 179.2123   (  0.30740      −   Z   c   )   ]   + 3.1436    

     VT  4   = 2289.4789     −   2266.0959  /  Z c   + 840.4632  /    Z c 2    –   

   138.4154 /    Z c 3   + 8.5414  /    Z c 4    

     VT  5   = − 1512.0836   + 1491.1370  /    Z c   − 551.0456      /    Z c 2   +    

   90.3921     /    Z c 3     −   5.5535      /    Z c 4    




	
VTPR3

	
    p =    RT    ( V +  Δ  V ) − b       −     a   ( V +  Δ  V )   ( V +  Δ  V + b ) + b ( V +  Δ  V   −   b )      

      V = V    PR      −    Δ V   

   Δ  V =  Δ  V c    ·    VT    

   Δ  V c   = ( 0.3074       −   Z   c     ) RT   c    /    p c    

	
      VT = VT   6     + ( 1   −   VT   6     ) exp ( VT   7     | α   −   T   r   | )    

     VT  6   = − 7.341       ×   10    13        ∗   Z   c  25.916    + 0.11    

     VT  7   = − 44.226     ∗   exp ( − 5.364     Z   c   ) + 0.806    




	
MPPR

	
    p =    RT    V   −   b     −   a   V ( V + b ) + b ( V   −   b )      

    a = 0.475235         ( RT   c  )  2     p c       exp ( 1   −   MP   1       ln T  r    )   

    b = 0.077796      RT  c     p c       [ 1 + MP   2     ( 1   −   T   r   ) ]    

	
     MP  1   = 1.7309   + 1.6571   ω + 0.1554     ω   2    

     MP  2   = 0.2476   − 0.8857   ω + 0.1900     ω   2    




	
PT

	
    p =    RT    V   −   b       −     a   V 2   + ( b + c ) V   −   bc      

      a = a   c  α   

    a c     = CE   1         ( RT   c  )  2     p c      

      b = CE   2      RT  c     p c      

      c = CE   3      RT  c     p c      

	
     CE  3  = 1 − 3 ξ   

     CE  2 3   +   (     2   −   3 ξ   c   )    CE  2 2     + 3 ξ   c 2    CE  2       −   ξ   c 3   = 0    

     CE  1     = 3 ξ   c 2   + 3   (     1   −   2 ξ   c   )    CE  2     + CE   2 2     + 1   −   3 ξ   c    

    ξ c   = 0.329032     −   0.076799   ω + 0.0211947     ω   2    

    α = [ 1 + ( 0.45241   + 1.30982   ω   −   0.295937     ω   2     ) ( 1   −   T   r  0.5      ) ]   2    




	
NEOS

	
    p =    RT    V   −   b       −     a   V 2     + 2 bV   −   2 b   2      

      a = a   c       [ 1 + CE   5     ( 1   −   CE   4     0.5    ) ]   2    

      b = b   c     [ 1 + CE   6     ( 1   −   CE   4   ) ]    

    a c   = 0.497926         ( RT   c  )  2     p c      

    b c   = 0.094451      RT  c     p c      

	
     CE  4   =       T   −   T    pt      T c       −   T    pt       

     CE  5   =       a  pt      a c         −   1    

     CE  6   =     b  pt      b c       −   1    

      a  pt      b  pt     RT   pt      = 29.7056    

      T  pt      T c     = 0.2498   + 0.3359   ω   −   0.1037     ω   2    

      b  pt      b c     = 1   −   0.1519   ω   −   3.9462     ω   2   + 7.0538     ω   3    
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Table 4. The equations of ln(φs,V/φs,L) for different models.
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	Model
	FC





	PT
	    1  2      b 2     + 6 bc + c   2   4      ln      [ V     s , V     + (       b 2     + 6 bc + c   2   4     +     b + c   2   ) ]    /      [ V     s , V       −   (       b 2     + 6 bc + c   2   4       −       b + c   2   ) ]       [ V     s , L     + (       b 2     + 6 bc + c   2   4     +     b + c   2   ) ]    /      [ V     s , L       −   (       b 2     + 6 bc + c   2   4       −       b + c   2   ) ]      



	NEOS
	    1  2  3  b   ln      [ V     s , V     + (   3   + 1 ) b ]    /      [ V     s , V       −   (     3     − 1 ) b ]       [ V     s , L     + (   3   + 1 ) b ]    /      [ V     s , L       −   (     3       −   1 ) b ]      



	Other models
	    1  2  2  b   ln      [ V     s , V     + (   2   + 1 ) b ]  /    [ V     s , V     − (   2   − 1 ) b ]       [ V     s , L     + (   2   + 1 ) b ]  /    [ V     s , L     − (   2   − 1 ) b ]      







*   ln    φ   s , V       φ   s , L      =      p ( V     s , V       − V     s , L    )   RT    − ln     V   s , V     − b     V   s , L     − b    −  a  RT   FC   and the expressions of FC for different models are shown in this table.
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Table 5. ARDs and MRDs between the predicted and reference values of different prediction models of the saturated vapor pressures of electronic fluoride liquids.






Table 5. ARDs and MRDs between the predicted and reference values of different prediction models of the saturated vapor pressures of electronic fluoride liquids.





	
Electronic Fluoride Liquid

	
PR

	
MAPR1

	
MAPR2

	
MPPR

	
PT

	
NEOS






	
FC-72

	
ARD (%)

	
1.03

	
0.60

	
0.26

	
0.36

	
1.39

	
4.44




	
MRD (%)

	
3.57

	
1.65

	
1.07

	
0.69

	
1.93

	
5.22




	
Novec 649

	
ARD (%)

	
0.98

	
0.92

	
0.40

	
0.56

	
1.62

	
4.07




	
MRD (%)

	
3.61

	
1.94

	
1.66

	
1.25

	
2.29

	
4.49




	
HFE-7100

	
ARD (%)

	
1.22

	
1.06

	
0.58

	
0.82

	
1.49

	
2.29




	
MRD (%)

	
5.80

	
4.02

	
3.32

	
3.37

	
3.79

	
4.02
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Table 6. ARDs and MRDs between the predicted and reference values of different prediction models of the saturated liquid densities of electronic fluoride liquids.
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Electronic Fluoride Liquid

	
PR

	
MAPR1

	
MAPR2

	
VTPR1

	
VTPR2

	
VTPR3

	
MPPR

	
PT

	
NEOS






	
FC-72

	
ARD (%)

	
3.74

	
3.81

	
3.77

	
1.00

	
0.41

	
3.06

	
8.64

	
9.60

	
2.95




	
MRD (%)

	
4.19

	
4.25

	
4.23

	
1.34

	
0.65

	
3.44

	
9.69

	
10.06

	
3.93




	
Novec 649

	
ARD (%)

	
2.99

	
3.05

	
3.00

	
2.67

	
1.67

	
4.32

	
7.25

	
8.35

	
2.82




	
MRD (%)

	
3.28

	
3.34

	
3.31

	
2.85

	
2.33

	
4.55

	
8.36

	
8.64

	
4.09




	
HFE-7100

	
ARD (%)

	
3.86

	
3.91

	
3.87

	
1.35

	
0.67

	
3.47

	
7.72

	
8.07

	
5.68




	
MRD (%)

	
4.17

	
4.23

	
4.17

	
2.00

	
1.52

	
3.86

	
7.98

	
8.47

	
6.85
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Table 7. The prediction models of surface tension.






Table 7. The prediction models of surface tension.





	Name
	Model Expression





	PST
	      σ = p   c   2 / 3     T c   1 / 3      1.86  + 1.18   ω    19.05     [   3.75  + 0.91   ω    0.291    −   0.08   ω    ]    2 / 3         ( 1   −   T   r  )    11 / 9      



	GST
	      σ = p   c   2 / 3     T c   1 / 3     [ 7.728729       ∗   10     − 4     T  br    + 2.476318       ∗   10     − 4       ( T    br  3     + V   c     ) ] ( 1   −   T   r   )   11 / 9      



	MST
	      σ = kT   c    (    N a     V c    )    2 / 3     ( 4.35   + 4.14     ω ) ( 1   −   T   r   )  1.26    ( 1 + 0.19     ( 1   −   T   r   )  0.5      −   0.25     ( 1   −   T   r   ) )    



	DST
	    σ = 0.57088     p   c   2 / 3     T c   1 / 3     ( 1 + 0.7467     ω ) ( 1   −   T   r   )  1.26      ( 1 + 0.0973     ( 1   −   T   r   )  0.5      −   0.1885     ( 1   −   T   r   ) )    



	NST1
	    σ = 0.813     p   c  0.565    T c  0.364      ( 4.259   ω   −   0.645       4300 μ   2     T c   V c    )   0.143        ( 1   −   T   r  )   1.266     



	NST2
	    σ = 0.658     p   c  0.618    T c  0.34      ( 1 + ω )    0.77        ( 1   −   T   r  )   1.262     
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Table 8. ARDs and MRDs between the predicted and reference values of different prediction models of the surface tension of electronic fluoride fluids.
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Electronic Fluoride Fluid

	
PST

	
GST

	
MST

	
DST

	
NST1

	
NST2






	
FC-72

	
ARD (%)

	
5.22

	
0.91

	
2.12

	
6.37

	
3.02

	
2.78




	
MRD (%)

	
6.80

	
2.32

	
3.04

	
7.44

	
3.07

	
2.94




	
Novec 649

	
ARD (%)

	
5.28

	
1.07

	
0.74

	
5.95

	
2.53

	
2.50




	
MRD (%)

	
6.53

	
2.27

	
1.32

	
6.70

	
2.88

	
2.72




	
HFE-7100

	
ARD (%)

	
9.98

	
3.39

	
3.57

	
0.64

	
1.67

	
2.51




	
MRD (%)

	
10.70

	
4.07

	
3.80

	
1.16

	
2.22

	
2.96
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