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Abstract: The motor is the primary impetus source of most mechanical equipment, and its failure will
cause substantial economic losses and safety problems. Therefore, it is necessary to study online fault
diagnosis techniques for motors, given the problems caused by shallow learning models or single-
sensor fault analysis in previous motor fault diagnosis techniques, such as blurred fault features,
inaccurate identification, and time and manpower consumption. In this paper, we proposed a model
for motor fault diagnosis based on deep learning and multi-sensor information fusion. Firstly, a
correlation adaptive weighting method is proposed in this paper, and it is used to integrate the
collected multi-source homogeneous sensor information into multi-source heterogeneous sensor
information through the data layer fusion. Secondly, the 1D-CNN is used to carry out feature
extraction, feature layer fusion, and fault classification of multi-source heterogeneous information of
the motor. Finally, the data of seven states (one healthy and six faulty) of the motor are collected by
the motor drive test bench to realize the model’s training, testing, and verification. The experimental
results show that the fault diagnosis accuracy of the model is 99.3%. Thus, this method has important
practical implications for improving the accuracy of motor fault diagnosis further.

Keywords: motor; fault diagnosis; multi-sensor information fusion; deep learning; convolutional
neural network

1. Introduction

Monitoring the running state and accurately diagnosing faults of the motor has great
significance for the safe operation of the transmission system [1]. The types of motor faults
are numerous and complex, and they can be divided into stator faults, rotor faults, and
bearing faults according to the location of the faults [2]. Due to the complex nonlinear
mapping relationship between these fault types and fault signals, fault diagnosis is rather
complicated [3].

Among traditional methods for motor fault diagnosis, they are generally based on
single-sensor signal analysis or intelligent learning. In this literature study [4], to increase
effective information on the fault features to diagnose the motor, wavelet transform is
used to extract the features of the motor stator current, and the adaptive filter eliminated
the fundamental component in the stator current. In this literature study [5], a research
method is proposed to convert three stator currents of a motor into images with three
different resolutions. In this method, the obtained image is used as the input of the
multi-layer artificial neural network, and the network is trained and optimized by many
samples. Finally, the optimized model with higher diagnostic accuracy is obtained. In this
literature study [6], a deep belief network (DBN) is proposed. By training the network using
the real-time acquired image-based vibration signals as input, tool fault diagnosis and
identification of tool fault changes during milling are achieved. In this literature study [7],
the deep learning method of the convolutional neural network (CNN) is adopted to extract
multi-scale features from the original vibration signals, using the adaptive convolution
operation to reduce each feature map to the same size for fusion. The fused fault features
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were finally classified using the Softmax function. In this literature study [8], different
convolutional neural network architectures (such as AlexNet, ResNet-50, LeNet-5, and
VGG-16) are designed and adapted to monitor the health of milling cutters, respectively. In
addition, this article analyzed and discussed the classification accuracy, recall, advantages,
and disadvantages of convolutional neural networks with different architectures. It has
important implications for the design of our network architecture. As seen from the above
research methods, which play an important guiding role in this paper, the research on fault
diagnosis methods is deepening with technology development. However, all the above
studies are based on a single sensor for fault diagnosis. Although a single sensor has good
stability and data complexity, it has a low fault tolerance rate and limited fault information.

To improve the diagnostic accuracy rate, Multi-sensor Data Fusion (MDF) technology
has become an important research direction of fault diagnosis. In this literature study [9],
a multi-channel one-dimensional convolutional neural network is proposed. It used two
vibration sensors in different directions to detect and diagnose six types of motor faults.
Compared to a single vibrational signal, its diagnostic accuracy is improved. In this litera-
ture study [10], a spatiotemporal multi-correlation fusion method for multi-source vibration
fault signals is proposed. This method utilized multiple interrelationships of spatial po-
sitions to explore the correlation between vibration sensors at different places, effectively
improving the connection between sensor data. In this literature study [11], a fault diagno-
sis method is proposed, which is based on the feature layer fusion of vibration and acoustic
signals of 1D-CNN. In this method, two types of dissimilarity information are taken as
the input of 1D-CNN simultaneously, and the features are extracted, fused, and output.
The cited literature study [12] is a further optimization of the previous study [11]. Firstly,
the multi-sensor information is divided into homologous and heterogeneous categories.
Secondly, the variance contribution rate method transformed homologous information into
heterogeneous information through the data layer fusion. Secondly, The adaptive convolu-
tional neural network (ADCNN) fused the heterogeneous information in the feature layers.
Finally, the output fault features are classified by the Softmax function.

From the above literature study, there are many kinds of signals to be detected in the
motor fault diagnosis, and the single feature fusion or variance contribution rate cannot fully
use the correlation and complementarity among multi-source sensor information, which
have certain data missing. For these problems, Firstly, the correlation adaptive weighting
method is used to fuse the homologous information in the data layer in this paper. Secondly,
1D-CNN is used to fuse the heterogeneous information in the feature layers. Then the
motor fault diagnosis model based on 1D-CNN and multi-sensor information fusion was
established. Finally, the accurate diagnosis of motor faults is realized through the training
of a large number of experimental data.

2. Motor Multi-Source Information Fusion Processing
2.1. Composition of Multi-Source Sensor Information of The Motor

The composition of multi-source homogeneous information and multi-source hetero-
geneous information of the motor is shown in Tables 1 and 2.

Table 1. Composition of multi-source homogeneous information of motor.

Homogeneous Sensor Information Signal Units

Multi-source similar information 1
Phase A voltage of motor Ua V
Phase A voltage of motor Ub V
Phase A voltage of motor Uc V

Multi-source similar information 2
Stator phase A current Ia A
Stator phase A current Ib A
Stator phase A current Ic A

Multi-source similar information 3
Rotor vibrates horizontally Vh mm/s

Rotor vibrates vertically Vv mm/s
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Table 1. Cont.

Homogeneous Sensor Information Signal Units

Multi-source similar information 4
A phase winding temperature Ta ◦C
A phase winding temperature Tb ◦C
A phase winding temperature Tc ◦C

Table 2. Composition of multi-source heterogeneous information of motor.

Heterogeneous Sensors Information Signal Units

Multi-source heterogeneous
information 1 Fusion stator voltage Ue V

Multi-source heterogeneous
information 2 Fusion stator current Ie A

Multi-source heterogeneous
information 3 Fusion bearing vibration Ve mm/s

Multi-source heterogeneous
information 4 Fusion temperature Te ◦C

Multi-source heterogeneous
information 5 Rear bearing vibration Va mm/s

Multi-source heterogeneous
information 6 Stator temperature Tf ◦C

This paper used vibration sensors, temperature sensors, voltage, and current sensors
to obtain four types of information in the data collection layer, divided into multi-source
homogeneous information and multi-source heterogeneous information. The stator voltage,
current, front bearing vibration, and winding temperature are the multi-source homoge-
neous information fused into four heterogeneous information by the data layer. The rear
bearing vibration and stator temperature are two multi-source heterogeneous information.
The fusion three-phase stator voltage Ue, fusion stator current Ie, fusion bearing vibration
Ve, fusion winding temperature Te, Rear bearing vibration Va and the stator temperature
Tf together constituted a multi-source heterogeneous sensor information group, which
concluded six categories.

2.2. Motor Fault Diagnosis Process

The fault diagnosis process in this paper is shown in Figure 1, which consists of four
steps: data collection, data processing, model training, and online diagnosis.

2.2.1. Data Collection

The data collection included experimental platform data collection and online monitor-
ing system data collection. The data collected by the experimental platform data collection
is called the experimental platform data set (labeled data set), which is used as the training
set and test set in the training process of the fault diagnosis model. In addition, we used it
to train and evaluate the model’s generalization ability so that the model can be convergent
and optimized in the training process. The data collected by the online monitoring system
data collection is called the monitoring system data set (unlabeled data set), which is used
as the verification set of the fault diagnosis model after training to verify the diagnostic
ability of the system.

2.2.2. Data Preprocessing and Fusion Processing

The data preprocessing included denoising of collected data, normalizing, slicing
and labeling, etc. For data filtering and denoising, we first apply suitable low-pass and
high-pass filters to filter out perturbations caused by vibrations in ambient conditions.
Second, in this paper, we adopt a wavelet threshold denoising algorithm based on the sym8
wavelet function and soft threshold to denoise the collected data [13], which improves the
algorithm’s robustness and reduces the error caused by external noise.
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The data fusion processing is based on the correlation adaptive weighting method,
which fuses the multi-source homogeneous information of the motor into multi-source
heterogeneous information.

2.2.3. Model Training

In model training, the experimental platform data set is used as the input of the initial
fault diagnosis model. After multiple convolution-pooling, fully connected networks,
Flatten layer fusion processing, and Softmax function classification, the model was op-
timized and modified by the error backpropagation algorithm until the model reached
convergence [14], and then the convergence model parameters were saved.

2.2.4. Online Diagnosis

In the process of online diagnosis, the monitor system data set is used as the model’s
input, and its features are extracted through the trained fault diagnosis model, then the
fault diagnosis result is finally output.

After the fusion of multi-source homologous information data layers and the fusion
of multi-source heterogeneous information feature layers, the fault diagnosis model fully
utilized the correlation and complementarity of information. It realized the function of deep
extraction, automatic classification, and recognition of the nonlinear features in the original
data, and the automation and high-accuracy fault diagnosis of the motor was achieved.
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2.3. Multi-Source Sensor Information Fusion Framework

The multi-sensor fusion framework of the motor is shown in Figure 2, which consists
of three parts.

(1) Multi-source sensor information data collection and preprocessing. The multi-source
sensor information collected by each sensor is denoised, sliced, normalized, and
divided into multiple fragments.

(2) Multi-source homogeneous information data layer fusion. The method combining cor-
relation and adaptive weighting is used to realize the data layer fusion of multi-source
homogeneous sensor information of the motor, and the multi-source heterogeneous
sensor information is formed.

(3) Multi-source heterogeneous information feature layer fusion. The multi-source het-
erogeneous sensor information group of the motor is taken as the multi-channel
inputs of 1D-CNN, and the data of each channel is subjected to multiple convolution
and pooling operations to obtain its feature mappings [15]. Then the multi-source
heterogeneous information features are flattened and fused by the Flatten layer.
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3. Multi-Source Homogeneous Sensor Information Data Layer Fusion

To fully use the subtle information and features of the original sensor data, this section
combined correlation and adaptive weighting methods to perform the data layer fusion of
the multi-source homogeneous sensor information. Firstly, the correlation signal energy
function was constructed and normalized. Secondly, according to the conditions of the
adaptive weighting method (i.e., the total mean square error was the minimum), the optimal
weighting factor among sensors was adjusted adaptively [16], the fused signal reached
the optimum, and the dynamic fusion of multi-source homogeneous sensor information is
realized.

The flow chart of data layer fusion, multi-source homogeneous sensor information
based on the correlation adaptive weighting method, is shown in Figure 3.
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Let X(n) and Y(n) to be deterministic signals collected by sensors X and Y, then,
the correlation function between signal X(n) and Y(n) could be acquired as shown in
Equation (1).

RXY =
∞

∑
n=0

X(n) ·Y(n) (1)

Suppose there were m homogeneous sensor signals Z1(n), Z2(n), . . . , Zm(n), the cross-
correlation function between any two signals was shown as Equation (2).

RZiZj(t) =
1

n− t

n−1

∑
t0=1

Zi(t0) · Zj(t0 + t) (2)

where n was the number of data points of each signal, and t = 0, 1, 2, . . . , n− 1 was the
time series of the signal. The correlation energy of the discrete signals between two sensors
is shown in Equation (3).

Eij =
n−1

∑
t=0

[Ri j(t)]2 (3)

The correlation energy matrix of discrete signals between two sensors is shown in
Equation (4).

E =


1 E12 · · · E1m

E21 1 · · · E2m
...

...
. . .

...
Em1 Em2 · · · 1

 (4)

The correlation signal energy between the ith sensor and all homogeneous sensors is
shown in Equation (5).

Ei =
m

∑
j=1,j 6=i

Eij (5)

After normalizing Ei, the normalized signal of correlation energy could be acquired,
as shown in Equation (6).

Ri(n) =
Zi(n)√

Ei
(6)

where Zi(n) was the data signal sequence collected by the ith sensor within time T, and
Ri(1), Ri(2), . . . , Ri(n) were the correlation energy normalized discrete signals.

Let σ1, σ2, . . . , σm to be the mean square error of m sensor signals, respectively, after
correlation energy normalization. Let T to be the true value after multi-sensor data fusion.
Let W1, W2, . . . , Wm to be the weighting factor of weighted fusion of each sensor, respectively.
Then, the gross mean square error of Ri(n)(i = 1, 2, . . . , m) was shown as Equation (7).

σ2 = E[
m

∑
i=1

W2
i (R− Ri

)2
] =

m

∑
i=1

W2
i σ2

i (7)
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The weighting factor of each sensor satisfied Equation (8).

m

∑
i=1

Wi = 1 (8)

To make the weighting factor reach the optimal state and the total mean square error
reach the minimum value, the minimum total mean square error was shown as Equation (9).

σ2
min =

m

∑
i=1

1
σi

2 (9)

The optimal weighting factor could be obtained by combining Equations (7)–(9).
According to Equation (10), the multiple sensors signal fused by correlation weighted

average could be acquired, as shown in Equation (11).

Wi
∗ =

1

σ2
i

m
∑

i=1
σ2

i

(10)

T(n) =
m

∑
i=1

Wi
∗Ri(n) (11)

4. Feature Layer Fusion of Multi-Source Heterogeneous Sensors Based on 1D-CNN

To realize the feature layer fusion of motor multi-source heterogeneous sensor data, a
multi-channel one-dimensional convolutional neural network model is first established
in this paper. The model includes multiple submodels, and the hyperparameters of each
submodel’s convolutional and pooling layers are the same. Secondly, the multi-source
heterogeneous sensor data is used as the one-dimensional input of multiple sub-models.
After multi-layer convolution and pooling processing, the data is input to Flatten layer
to flatten the multi-channel one-dimensional data features. Finally, the flattened single-
channel one-dimensional data features are input into the full-connection layer for data
feature layer fusion.

4.1. One-Dimensional Convolutional Neural Network

Figure 4 shows the 1D-CNN network structure diagram, which includes the input,
convolution, pooling, fully connected, and output layers [17].
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In the input layer, the multi-source heterogeneous sensor information group acts as
the input of the network. In the convolution layer, multiple groups of convolution kernel
performed convolution operations to the previous layer’s output, extracted its information
features and used a nonlinear activation function to output the results [18]. In the pooling
layer, the output features of the convolution layer are screened and filtered using the
pooling function, and the maximum or average value of the perception domain is obtained
as the output feature map [19]. In the fully connected layer, the feature output of the
previous layer is the input data of this layer, and the fully connected network is established
using preset labels, which integrate the distinguished local features of the convolution layer
and pooling layer. In the output layer, the previous layer’s output is calculated using the
Softmax function [20], and the results are taken as the corresponding probability value of
each category of labels, where the label corresponding to the maximum probability value
was the final recognition result.

4.2. Experimental Platform Data Collection

The experiments in this paper are carried out on an experimental transmission platform
of a three-phase asynchronous AC motor, which is arranged as shown in Figure 5. The
experimental platform mainly includes a motor, reducer, torque sensor, eddy current brake,
various sensors, and data acquisition card (model: USB2085, 16 channels analog input,
the sampling frequency is the highest: 250 kHz). The sensors mainly include voltage
sensors (range: 0–500 V, accuracy is 0.2%), current sensors (range: 0–10 A, accuracy is
0.2%), vibration sensors (range: 0–50 mm/s, sensitivity: 20 mv/mm/s, response frequency:
10–1000 Hz) and temperature sensor (range: 0–50 mm/s, accuracy: 0.2%). The platform
collects various sensor data of the motor under different fault types as the input of the fault
diagnosis model. We set a sample of 1 million data for each fault category.
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4.3. Data Preprocessing
4.3.1. Data Slicing

To reduce the calculation steps and the time in the algorithm calculation, this paper
uses the preprocessed original time domain data of the sensor as the input of the fault
diagnosis model. The time domain diagram of the partial data of each sensor under
different fault states is shown in Figure 6. From Figure 6, the data between different sensors
in each fault state overlapped, and it is difficult to distinguish the fault features. So, the
convolutional neural network should be used for deep mining. However, due to the large
and complex amount of data in the data set, data should be sliced and processed. Taking
1000 sample points as a unit of length and slicing them, the original data points of each
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fault type are cut into 1000 wave data to make wave data with a length of 1, a width of
1000, and a depth of 6, which are used as the input of the neural network for training.
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Figure 6. Time domain diagram of data under different fault states.

4.3.2. Data Labeling

In this paper, two identical motors and a pair of identical bearings with the motor
bearings are prepared. The stator, rotor, and bearing of one of the motors are artificially
damaged to simulate the possible failure of the parts caused by the motor in the running
state. Meanwhile, according to the six fault types set in the paper (the stator fault, rotor
fault, bearing outer ring fault, bearing inner ring fault, bearing rolling body fault, and
the synthetic fault of the front and rear bearings [21]), the faulty parts are, respectively,
replaced to another motor that works normally, to collect data on the six fault states and
normal states of the motor. Each fault type corresponds to its label, as shown in Table 3.
At the same time, the comparison experiment with the fault-free motor is carried out to
verify whether the method could determine the motor fault type fast and accurately when
applied to the actual working scene.

Table 3. Labeling of motor fault modes.

Sample Capacity
(Training Set/Test Set) Sample Width Fault Category Labels

800/200 1000 Fault-free motor 1
800/200 1000 Stator fault 2
800/200 1000 Rotor fault 3
800/200 1000 Bearing outer ring fault 4
800/200 1000 Bearing inner ring fault 5
800/200 1000 Bearing rolling body fault 6

800/200 1000 Synthetic fault of the front and
rear bearings 7

4.4. Model Building and Training
4.4.1. Model Building

The 1D-CNN model of the motor fault diagnosis is built in this paper based on the
multi-sensor fusion, which consisted of six sub-models with the same parameters, each
including an input layer and four convolution-averaging pooling layers. Multi-source
heterogeneous sensor data as the input of each submodel and converted into a set of feature
maps through the convolutional layer, then the feature mapping was down-sampled in
the average pooling to reduce the number of parameters. Four convolutional-pooling
layers are repeated, the output of the final pooling layer in each submodel is concatenated
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to a Flatten layer to flatten the multi-channel one-dimensional data features into a one-
dimensional array, and then a fully-connected layer is used to perform feature fusion on the
data features of multi-source heterogeneous sensor information. Then the information is
passed to the Softmax function output layer. Finally, the probabilities of each fault category
value are obtained, and one of the biggest probability categories was the recognition result.
Figure 7 and Table 4 show the specific structure of the model and the main parameters of
each structure.
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Table 4. Specific structure parameters of the 1D-CNN model.

Level Number Layer Categories Number of
Cores/Size/Step Size Postscript

1 Input layer 6 × 1000 × 1 Channel × dimension
2 Convolution layer 16/201 × 1/1 Relu
3 Pooling layer 16/2 × 1/1 Average pooling
4 Convolution layer 64/101 × 1/1 Relu
5 Pooling layer 64/2 × 1/1 Average pooling
6 Convolution layer 128/51 × 1/1 Relu
7 Pooling layer 128/2 × 1/1 Average pooling
8 Convolution layer 256/31 × 1/1 Relu
9 Pooling layer 256/2 × 1/1 Average pooling
10 Flatten layer 256
11 Fully connected layer 256 Relu
12 Output layer 7 Softmax

4.4.2. Model Training

In this paper, the multi-source heterogeneous sensor information has been standard-
ized and input into the established one-dimensional convolutional neural network model
to train the model. The Relu function is used as the activation function to simplify the
calculation process and avoid gradient disappearance. SGD (i.e., stochastic gradient de-
scent method) is used to update the weights of each neural node in the neural network.
The Softmax function is used as the classification function of the output layer. Moreover,
the Dropout layer is introduced in the fully connected layer to avoid over-fitting [22]. At
the same time, the Dropout layer can also be considered a product of noise and a fully
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connected matrix, thus guaranteeing the high robustness of the algorithm even under
high-noise conditions.

In addition, the monitor system data set is divided into the training set and the test set
according to the 4:1 scale. The learning rate was 0.1. The maximum number of iterations
was 20. The batch size was 40, and every mini-batch training of the model would update
the weights of each neural node.

4.5. Interpretation of Result
4.5.1. Model Evaluation Index

Accuracy, precision, and recall rates are the evaluation indexes of deep learning-based
fault diagnosis models [23]. They are also used to evaluate the detection effect of diagnosis
models. The accuracy rate is the ratio of the number of samples correctly classified by the
classifier to the total number of samples. The precision rate is the ratio of the number of
correctly classified samples to the number of predicted classified samples. The recall rate is
the ratio of the number of samples correctly classified into the labels to the actual number
of samples on the labels [24]. The formulas are shown in Equations (12)–(14).

Acc =
Tp + TN

TP + FP + TN + FN
(12)

P =
TP

TP + FP
(13)

R =
TP

TP + FN
(14)

where TP is the number of correctly classified samples of a certain type of sample A, TN is
the number of correctly classified samples of other types of samples, FP is the number of
other type samples incorrectly classified as A, and FN is the number of incorrectly classified
samples of a certain type of sample A.

4.5.2. Accuracy Rate and Loss Function Value

The total number of training samples of the model is 800, the number of mini-batch
training samples is 20, then the training times of each iteration are 40. Since the total
iteration times of the model are 20 times, its total training times are 800 times. Figure 8
shows the change in accuracy rate and loss function value (i.e., root mean square error) in
the training process of the model aimed at the training set and the test set.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 11 of 17 
 

connected matrix, thus guaranteeing the high robustness of the algorithm even under 
high-noise conditions. 

In addition, the monitor system data set is divided into the training set and the 
test set according to the 4:1 scale. The learning rate was 0.1. The maximum number of 
iterations was 20. The batch size was 40, and every mini-batch training of the model 
would update the weights of each neural node. 

4.5. Interpretation of Result 
4.5.1. Model Evaluation Index 

Accuracy, precision, and recall rates are the evaluation indexes of deep learning-
based fault diagnosis models [23]. They are also used to evaluate the detection effect of 
diagnosis models. The accuracy rate is the ratio of the number of samples correctly classi-
fied by the classifier to the total number of samples. The precision rate is the ratio of the 
number of correctly classified samples to the number of predicted classified samples. The 
recall rate is the ratio of the number of samples correctly classified into the labels to the 
actual number of samples on the labels [24]. The formulas are shown in Equations (12)–(14). 

NNPP

N

FTFT
TT

A
+++

+
= pcc

 
(12) 

PP

P

FT
TP
+

=  (13) 

NP

P

FT
TR
+

=
 

(14) 

where PT  is the number of correctly classified samples of a certain type of sample A, NT
is the number of correctly classified samples of other types of samples, PF  is the number 

of other type samples incorrectly classified as A , and NF  is the number of incorrectly 
classified samples of a certain type of sample A. 

4.5.2. Accuracy Rate and Loss Function Value 
The total number of training samples of the model is 800, the number of mini-batch 

training samples is 20, then the training times of each iteration are 40. Since the total iter-
ation times of the model are 20 times, its total training times are 800 times. Figure 8 shows 
the change in accuracy rate and loss function value (i.e., root mean square error) in the 
training process of the model aimed at the training set and the test set. 

 

 
Figure 8. Change of model’s accuracy rate and loss function value. 

In the model’s training process, the training set’s accuracy rate increased steadily and 
converged to 99.3% with small fluctuations. The loss function value gradually decreased 
and approached 0. The fluctuation of the accuracy rate of the test set was obviously better 

Figure 8. Change of model’s accuracy rate and loss function value.



Appl. Sci. 2023, 13, 4192 12 of 17

In the model’s training process, the training set’s accuracy rate increased steadily and
converged to 99.3% with small fluctuations. The loss function value gradually decreased
and approached 0. The fluctuation of the accuracy rate of the test set was obviously better
than that of the training set, and the speeds of rising and convergence were faster. The
loss function value was also closer to 0 than the training set. Therefore, this model had a
significant effect on feature mining, fusion, classification, and diagnosis of the motor fault
data.

4.5.3. Computational Time and Complexity of Algorithm Training

As one of the two performance evaluation indexes of the algorithm, time complexity
qualitatively describes the algorithm’s running time, which is of great significance for the
selection, construction, and optimization of the algorithm. For the convolutional neural
network algorithm adopted in this paper, its time complexity is mainly reflected in the
speed of the training process of the data set. If the complexity is excessive, the training
time of the model will be long, resulting in a waste of time and economy. So it is of great
significance to evaluate the algorithm’s time complexity.

According to the concept of time complexity of the convolutional neural network,
its time complexity mainly includes the calculation amount of the convolutional layer
and fully connected layer in the model. The time complexity calculation formula of a
single convolutional layer is shown in Equation (15), and the time complexity calculation
formula of a single fully connected layer is shown in Equation (16) [25]. Table 4 shows
the specific structure of the one-dimensional convolutional neural network adopted in
this paper. Therefore, this algorithm’s computational time and complexity during model
training are shown in Table 5.

T ime ∼ O(M2 · K2 · Cin · Cout) (15)

T ime ∼ O((2× Cin − 1) · Cout) (16)

where M2 is the area of the output feature map, K2 is the area of the convolution kernel, Cin
is the number of input channels, and Cout is the number of output channels.

Table 5. The computational time and complexity of this algorithm during model training.

Number of Epochs in Model Training Computation Time Time Complexity

1 epoch 108 s 14 ms 104397312
20 epoch 36 min 4 s 54 ms 2087946240

4.5.4. Comparison and Analysis with the Traditional Improved Model

The fault diagnosis model proposed in this paper is compared with the improved
support vector machine method proposed in the cited literature study [26], the optimized
BP neural network method proposed in the cited literature study [27], and the single-sensor
1D-CNN model analysis method. The accuracy rate and f1 score are shown in Table 6.

Table 6. Accuracy rate and loss function value.

Model Name Accuracy Rate F1 Score

Multi-sensor 1D-CNN model 99.3% 98.95%
Support Vector Machine (SVM) 63.08% 64.49%

BP neural network 81.1% 82.3%
Single-sensor 1D-CNN model 86.29% 87.9%

The cited study [26] proposed a new integrated SVM model, which applied KPCA in
the support vector machine model to extract the critical information of the original data
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set, and the SVM was further trained. In this paper, three vibration signals of the motor
were used as the sample set for training and testing, the RBF kernel function was used as
the decision function to realize the nonlinear mapping of the fault features, and the genetic
algorithm was used as the weight parameter optimization algorithm of SVM. After several
training times, the accuracy rate of the model reached 63.08%.

The cited study [27] proposed an improved BP neural network, which applied the
genetic algorithm to optimize the weight and threshold of the BP neural network, and the
weight of each neural network node reached the optimum. In this paper, the three-layers
network structure of the input layer, hidden layer, and output layer was adopted, the fully
connected network was adopted to connect all the layers, and the Sigmoid function was
used as the activation function to output its feature mapping. After numerous training
and comparison, it was found that the nodes of each layer were set to 6, 12, and 7, and the
diagnostic accuracy rate was the highest, 81.1%.

The single-sensor 1D-CNN fault diagnosis model had the same network structure
and training parameters as the multi-sensor 1D-CNN fault diagnosis model aside from
its single-channel input. The radial vibration signal of the front bearing was the network
input in the single-sensor 1D-CNN fault diagnosis model, and its diagnosis accuracy rate
was 86.29%.

As can be seen from Table 5, the accuracy and F1 score of the proposed fault diagnosis
model in this article are 99.3% and 98.95%, respectively. Compared with the improved SVM,
the improved BP neural network, and the single sensor convolutional neural network, the
accuracy rate of the fault diagnosis model proposed in this paper is improved by 36.22%,
18.2%, and 13.01%, respectively. The F1 score is improved by 34.46%, 16.65%, and 11.05%,
respectively. Therefore, the model in this paper has higher diagnosis efficiency and accuracy
compared with the improved traditional motor fault diagnosis model.

5. Practical Fault Diagnosis Application

According to the concept of deep learning and the cited literature study [28], after the
fault diagnosis model reaches the optimal convergence state through massive data training,
blind data sets (unlabeled data sets) must be used to verify its diagnostic capability. In
this section, the monitoring system data set (100 data of each fault are collected without
labels) is input into the trained fault diagnosis model to verify further the feasibility and
effectiveness of the model in the practical application of fault diagnosis. At the same time,
the diagnosis results of the monitoring system data set are obtained and analyzed.

The confusion matrix of monitoring system data sets is shown in Figure 9, where the
row represents predicting class (i.e., the output class), the columns represented the real
class (i.e., the target class), and the diagonal line corresponds to the correct classification
observations, and the off-diagonal corresponded to the misclassification observations, and
the lower right corner of the cell showed the overall diagnostic accuracy rate, and the most
right column was the precision and false discovery rate, and the bottom row was recall
rate and false negative rate [29]. Each cell showed the percentage of the total observation
number and frequency. From Figure 9, one sample was wrongly identified as other faults,
respectively, in class 1, 3, 4, 5, and 6 faults. In contrast, the identification of other types of
faults almost exactly corresponds to the real label with an accuracy rate of 99.3%.
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To observe the effect of diagnostic classification more intuitively, the output data
of the fully connected layer in this model is taken out, the data are all reduced to two-
dimensional and three-dimensional data by T-SNE, and then the clustering scatter diagram
of classification results is drawn [30]. The 2D clustering scatter plot and the 3D clustering
scatter plot are shown in Figures 10 and 11, respectively. From the figures, the predicted
values of each category are distinguished by different colors, the data points of the same
color are concentrated in the same area, the data points of different colors are not mixed,
and the distances are large. The classification results are accurate, which further showed
that the method had a significant effect on motor fault diagnosis.
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To sum up, the model has an excellent diagnostic effect in the actual application
scenario of motor fault diagnosis. In the specified position of the motor, workers can install
all kinds of sensors, and the multi-source sensor signals during the motor operation can
be collected and inputted into the model proposed in this paper to realize the online fault
diagnosis of the motor. In addition, to prevent possible misclassification of the model, a
variable will be added when the model is deployed in real-time, which will store ten motor
fault diagnosis results. When there are more than eight of the same diagnosis results, the
diagnosis result will be output to the upper computer, and this variable will be cleared.

6. Conclusions

To improve the online fault diagnosis ability and accurately and efficiently identify
the fault types in the running process of the motor, a fault diagnosis model combining
multi-sensor data layer fusion and 1D-CNN multi-sensor feature layer fusion based on
the correlation adaptive weighting method is proposed in this paper. Firstly, this paper
proposes a correlation adaptive weighting method to fuse multi-source similar sensors
information by the data layer. This method can retain a large amount of original data and
provide the target with as fine information as possible to reduce the loss of fault features in
the signal. Secondly, in this paper, a deep learning model (one-dimensional convolutional
neural network) is adopted to carry out feature layer fusion of multi-source heterogeneous
sensor information after data layer fusion, which can not only realize information compres-
sion and improve real-time performance but also maximize the characteristic information
required for decision analysis. Finally, the proposed fault diagnosis model is tested on the
experimental transmission platform of a three-phase asynchronous AC motor. The results
are shown as follows:

1. The motor fault diagnosis model proposed in this paper, which is based on the com-
bination of multi-sensor data layer fusion and feature layer fusion, could accurately
identify the current fault category according to the collected multi-source sensor data
with an accuracy rate of 99.3%.

2. Compared with traditional fault diagnosis methods based on single sensor and shal-
low learning, the multi-sensor information fusion diagnosis model based on deep
learning had higher diagnosis efficiency and accuracy, and its fault diagnosis accuracy
reached 99.3%. Compared with the improved SVM, BP neural network, and single
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sensor analysis method, the accuracy rate of this method is improved by 36.22%,
18.2%, and 13.01%, respectively.

3. After the data layer fusion of multi-source homogeneous sensors using the correlation
adaptive weighting method was carried out, the fault information of multi-sensors
could be fully extracted, which was conducive to improving the accuracy rate of
fault diagnosis.

In this paper, multi-sensor data layer fusion, feature layer fusion, and deep learning
algorithms are applied to motor fault diagnosis technology, which promoted the application
of multi-information fusion and artificial intelligence technology in the field of motor fault
diagnosis and intelligent operation and maintenance. Compared with the traditional fault
diagnosis methods, the proposed method can accurately identify motor faults with simpler
operation logic and higher efficiency.
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Abbreviation

Symbols/Abbreviations Full Name/Meaning
1D-CNN One-Dimensional Convolutional Neural Network
SVM Support Vector Machine
NN classifier Neural Network Classifier
MDF Multi-sensor Data Fusion
(ADCNN) Adaptive convolutional neural network
V Volt
A Ampere
mm/s Millimeters per Second
◦C Degree Centigrade
AC Alternating Current
1D array one-dimensional array
SGD Stochastic Gradient Descent
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