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Abstract: With a never-ending stream of reviews propagating online, consumers encounter countless
good and bad reviews. Depending on which reviews consumers read, they get a different impression
of the product. In this paper, we focused on the relationship between the text and numerical
information of reviews to gain a better understanding of the decision-making process of consumers
affected by the reviews. We evaluated the decisions that consumers made when encountering the
review structure of star ratings paired with comments, with respect to three research questions:
(1) how consumers compare two products with reviews, (2) how they individually perceive a product
based on the corresponding reviews, and (3) how they interpret star ratings and comments. Through
the user study, we confirmed that consumers consider reviews differently according to product
presentation conditions. When consumers were comparing products, they were more influenced by
star ratings, whereas when they were evaluating individual products, they were more influenced
by comments. Additionally, consumers planning to buy a product examined star ratings by more
stringent criteria than those who had already purchased the product.

Keywords: consumer decision-making; star rating; review comment; sentiment analysis

1. Introduction

Numerous reviews are being made and uploaded through the Internet today. This
applies not only to tangible products, such as fans and vacuum cleaners, but also to
intangible consumer goods, such as concerts and movies. These reviews are generated by
consumers and have a huge impact on consumers’ purchasing decisions [1,2]. Consumers
perceive reviews as more reliable and engaging than information provided by vendors
because they are created by fellow consumers who have already purchased and have been
using the products [3]. From these reviews, companies obtain valuable information from
the consumers’ perspectives of their products [4]. In addition, online reviewing has been
integrated by many companies because it is an effective way to not only engage consumers
directly with the products, but also influence consumers [5].

There is a large diversity of reviews due to reflecting consumers’ perceptions, and
there is usually a variety of consumer perspectives even for a single product. In a related
study [6], it was confirmed that the tendency to be affected by review data varies depending
on the consumer type of how many expectations are made for the product. Depending
on the type of consumer, there are differences, such as being more vulnerable to negative
reviews or being affected by the selection. In the case of user types in which the reliability
of reviews may be seen as a measure, factors, such as sources, are also affected [7]. From
a seller’s point of view, naturally, they want their products to have a positive perception.
However, it is not advantageous to consumers for only the large number of good reviews to
have high visibility, which is often the case. Reviews should be transparent and unbiased.
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User reviews implemented by companies have two main characteristics. The first is the
numerical review, such as a one to five-star rating, and the second is the text review, such as
a comment. In most cases, star ratings and comments are shown together. Company sites
that provide consumer goods with reviews, such as Amazon, Walmart, and Movietickets
provide star ratings and comments together. Yet, it is unclear which review component,
either star ratings or comments, holds more weight to the consumer. Do consumers
prefer consumer goods with high star ratings but poor comments or vice versa? What
do consumers think when they look at the star rating to make a purchase decision? This
paper explores the decisions that consumers make when presented with both review
components simultaneously. Thus, three tasks were devised through our user study to
simulate consumers’ reading and interpretation of reviews. As a result of the user study, we
had the following observations; (1) Differences in the importance of the review components
according to the purpose of reading them, and (2) arbitrary interpretation of reviews by
consumers that were different from the intention of the reviewers.

2. Background
2.1. Attempts to Understand Consumers through Online Reviews

Online reviews provide valuable data that reflect the interactions between consumers
and products. They comprise feedback and viewpoints of consumers with respect to prod-
ucts, serving as a form of electronic word-of-mouth [8], based on users’ willingness to share
their opinions. Understanding consumers through online reviews can help researchers and
practitioners in the product-related field to enhance consumer purchasing intentions and
loyalty [9,10]. Based on the better understanding of consumers, recommendation systems
have potential to not only augment consumers’ purchasing experience, but also boost sales
revenue [11].

For this, the foremost step is to gain insight into the consumer experience. Consumer
experience refers to an individual’s sensory, emotional, cognitive, behavioral, and relational
experiences as a consumer with a product or service [12]. Depending on the situation, this
experience can be remembered positively or negatively, and if it is remembered positively,
the consumer will feel satisfaction [13]. By identifying the key features that contribute to
consumer experience, product and service providers can identify areas where they should
focus their efforts [14,15]. Text-based review data analysis is a common method used to
analyze key features. Latent Semantic Analysis [16,17] can be utilized to extract hidden
semantic patterns of words and phrases that make up the document corpus [18].

Based on user experience and preference information that have been identified in
previous research, the recommendation system has the ability to suggest more appropriate
products [19]. The recommendation system incorporates a content-based filtering technique
that assesses the similarity between a product and consumer preference [20]. However,
in recent times, the collaborative filtering technique has gained prominence [21]. This is
largely due to the abundance of online reviews, which facilitates the learning of a model that
can predict an individual’s interests. The most representative methods for predicting user
interests include the neighborhood method and latent-factor model [22]. The neighborhood
method involves finding the group of users and items that are the most similar to the
individual’s interests using algorithms such as the K-nearest neighbors [22,23]. The latent-
factor model method involves vectorizing users and items and modeling the relationship
between them using neural networks in the latent space [24,25].

2.2. Studies on Helpfulness of Reviews

It is important to understand the helpfulness of reviews to allow consumers to be
exposed to more holistic and better summarized review information, despite the excess of
review information in the modern age [26]. The helpfulness of reviews can be identified by
analyzing which characteristics of reviews are essential to consumers [27–29]. Quantitative
characteristics, such as the numerical rating of reviews or the length of a review [30], or
qualitative characteristics, such as sentiment or review complexity [31], affect the ability
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to infer the quality of a consumer product. In addition, factors affecting review helpful-
ness include reviewer-related factors (e.g., writer reputation), reader-related factors (e.g.,
reader identification), and environmental factors (e.g., website reputation) [27]. Through
techniques such as natural language processing (NLP), machine learning, and deep learn-
ing, review helpfulness is regressed or classified by the factors mentioned above [32–36].
According to past studies, negative reviews tend to be more impactful than positive re-
views [37,38] and reputation deterioration caused by negative reviews has an adverse effect
on profits [39]. For both the product providers and consumers, it is necessary to present
negative reviews, positive reviews, and an overall picture of consumer reviews all together,
appropriately sorted.

Talton et al. studied a method of rating sorting and observed a user’s choice when
presented with two different rating scenarios [40]. Rating scenarios were a combination of
a thumbs-up/thumbs-down ratio and a sample size. For example, there are comparisons
where one distribution has a higher positive ratio but a lower number of total votes. To
compare the two distributions, they calculated inter-rater reliability, a percentage value
obtained by dividing the absolute value of the difference in the number of selections be-
tween two combinations by the total number of selections. Additionally, by measuring the
time-to-rank, the time taken to decide which combination is more preferred, observations
were made on the difficulty of ranking these scenarios.

Koji et al. developed Review Spotlight which summarizes text reviews and presents
them as adjective-noun pairs [41]. Review Spotlight uses sentiment analysis to select
adjacent adjectives and nouns in the texts and matches them as pairs. The pairs shown
to the user have different colors depending on the three cases, where their sentiment is
interpreted as positive, neutral, or negative. If the user clicks on the adjective-noun pair,
the original text review of the pair is shown.

2.3. Two Types of Reviews: Numeric and Text

User reviews typically have a numerical and text portion. A rating scale is a method
that requires the rater to assign a value to a measure for an assessed attribution. Several
rating scales have been developed for numerical review systems. According to Chen’s
study, high traffic websites mainly adopt one of two types of rating schemes [42]. One
is a binary thumbs-up/thumbs- down system and the other is the one to five-star rating
system. Binary thumbs- up/thumbs-down rating is a rating scale that doesn’t allow for
neutrality. This forces the rater to assign a good or bad designation, but does not provide
insight into the degree of how good or bad [43]. The one to five-star is widely used in
commercial online reviews. It is scored on a scale of one to five, with more stars equated to
a more positive rating. Numerical reviews are advantageous in assigning a scaled system
of scoring, providing greater insight [44]. The standard of each score in the star ratings may
be different for each individual rater, but since the deviation of the difference is relatively
small, the distribution of scores roughly follows a normal distribution. Therefore, a star
rating system is regularly averaged to provide a numeric rating.

A text review includes qualitative information that is basically impossible to provide
through a rating scale review. Being subjective, variation is high for text reviews [45].
Raters will often leave the same numerical ratings, but rarely have the same text reviews.
Text reviews are also more subject to subjective variation. A rater leaving a four-star review
may leave a comment, “this product was very good”, while another may leave the same
four-star review with the comment, “this product was somewhat disappointing.” Therefore,
a diversified number of text reviews for a product cannot be easily summarized or averaged,
so the method currently employed by most companies is to list text reviews by the number
of likes or by recency. However, listing by number of likes or recency can be too random
or biased.
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2.4. Research Question

Based on the importance and availability of the aforementioned online reviews, we
studied user selection patterns considering multiple combinations of a star rating and
comments. This paper aims to provide a better understanding of the consumer’s decision-
making process in an environment where they need to introduce attractive reviews to
consumers or give them trust when providing reviews. To this end, three research questions
were specifically designed according to the purpose: (1) First, in the choice between
two things, we investigated if the star rating or the comment had a stronger impact on
consumers. (2) When a single product is given with a star rating and comments, how the
user makes choices was also studied. (3) Finally, when a star rating was given, the reliability
interval of credible comments was investigated; for example, how a review with a three-
point star rating affects the trustworthiness of the comment. We formulated two specific
hypotheses with the aim of understanding how consumers interpret the combination of
horoscopes and reviews, based on the research questions at hand.

Hypothesis H1. In a binary selection situation, when star rating and reviews are oppositely given,
the option with a high star rating will be chosen to prevail.

Hypothesis H2. In a single selection situation, deciding on a single subject alone, review data will
be considered to be more important than star rating.

3. Review Data Construction
3.1. Why Movie Review

We used movie reviews as our dataset in this study. Among numerous consumer
product reviews, movie reviews were selected because the price of movies is not variable
and emotional language is usually used in movie reviews.

The pricing of a product is considered to be one of the primary factors that significantly
impacts the outcomes of consumer reviews. The price–quality inference posits that con-
sumers perceive price and quality as strongly correlated [46]. Moreover, a product’s quality
level is often objectively reflected in its performance, as perceived by consumers [47,48].
Consequently, as the price of a product increases, customers are more likely to be satis-
fied [49]. In light of the fact that review data itself is indicative of consumer satisfaction,
the various ways in which prices are formed in the review data may act as a confounding
factor in our data design. However, movie review data is relatively free from this factor
since all movies are equally priced.

Sentiment analysis is a technique utilized for information extraction [50] in which
the objective is to gather and categorize emotions or attitudes towards a specific topic or
entity [51,52]. In our study, we opted to apply sentiment analysis to review comments as a
means of classification. We specifically chose to analyze movie reviews, as they are known
to be more informal and emotionally charged, often displaying personal tendencies [53].
We deemed this strategy to be effective for our research purposes. We crawled information
from a search engine that provides free reviews and scores written by users on movies.

3.2. Experimental Data Preparation

The crawled movie reviews of individual users consist of a comment with a star rating
mapped to it. Since each individual has different criteria for grading comments and stars,
we could not immediately use all the collected comments for the experiment. Therefore, we
selected comments to represent a specific star rating score range. This was done by first map-
ping the sentiment frequently used in comments to each specific star rating section. Then,
we selected comments containing a sentiment with high frequency of use as a representative
review of the star rating section. The overall process is shown in Figure 1. The GoEmo-
tions dataset is the largest manually annotated dataset of 58,000 English Reddit comments,
labeled for 27 emotional categories [54]. To perform sentiment analysis on the collected
review comments, we translated the GoEmotions dataset to Korean and then trained it
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through KoELECTRA [55] to create a sentiment analysis model. We applied the collected
Korean movie review comment data to this model to analyze and identify sentiments.

Figure 1. Overall process of experimental data preparation.

As a result of extracting emotional information from movie review scores, we cor-
related specific emotions to scores, as shown in Figure 1, marked with the three highest
percentage emotions per each star rating. In the five-star range, admiration (31.9%) was the
highest by far, followed by amusement (9.28%) and love (3.87%). The emotions that appear
in the four-star range were joy (7.19%), approval (6.22%), and desire (1.16%). The three most
common emotions in the three-star range were neutral (22%), disappointment (14.7%), and
admiration (13.3%). Based on the general acceptance of the three-star range, we decided
to only consider neutral sentiments in the three-star range. (Note that admiration and
disappointment were included in the five-star and two-star ranges.) Emotions, such as dis-
appointment (18.18%), disapproval (11.36%), and confusion (9.09%) were the most frequent
in the two-star range, with emotions such as curiosity (4.54%) and optimism (2.27%) being
rare. Curiosity and optimism were emotions extracted from mostly sarcastic reviewers.
Lastly, annoyance (14.58%), disgust (11.45%), and sadness (9.37%) were the most common
in the one-star range. We calculated the similarity of the Euclidean distance, as shown in
formula (1), for the three selected emotions from the one to five-star ratings and selected
the 165 comments closest to the five-star ranges (165 comments = 35 comments × 5 star
ranges) as follows:

similarity =

√
(x2 − x1)

2 + (y2 − y1)
2 + (z2 − z1)

2 (1)

Emotion Type (x, y, z), Representative Emotion Value (x2, y2, z2), Review Emotion
Value (x1, y1, z1)

Finally, we constructed a pool of comments, consisting of 165 comments for five-star
ranges, and redefined the ranges as comment scores (CSs) from one to five, i.e., each CS
corresponded with 35 comments.

3.3. Star Rating Score Presentation

Unlike comments, star ratings are presented as the average value of all ratings. How-
ever, for the average star rating, the collected scores ranged from 2.5 to 5 points. We divided
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the range of collected star ratings into five and applied it to the user study. We decided to
call these five ranges the star rating ranges (SRRs) as follows. (SRR #1: 2.5 < x ≤ 3.0, SRR
#2: 3.0 < x ≤ 3.5, SRR #3: 3.5 < x ≤ 4.0, SRR #4: 4.0 < x ≤ 4.5, SRR #5: 4.5 < x ≤ 5.0, x is
average star rating score).

4. User Study
4.1. Overview

We designed three tasks corresponding to each research question (shown in Figure 2).
Participants were selected by non-probabilistic sampling (chain-referral sampling), con-
sidering the difficulty of finding subjects representative of the experiment population. We
recruited a total of 72 participants by posting announcements on social networking services
and through the university community. The experiment took on average about 23 min for
each participant, 6.80 USD was paid as compensation, and the experiment was conducted
online. Participants’ demographic information are summarized in Appendix A. In addition,
a survey was conducted to understand the background of the user’s movie consumption,
as shown in Appendix B. This study did not include personal preferences or traits related
to products. In order to exclude preferences according to age, gender, and social status,
information such as genres or actors, which are characteristics of the movie, were not
provided in the experiment. The development of testbed and clinical study for the progress
of the experiment were conducted in the first half of 2021.

Figure 2. The interface and instruction of the testbed used in the user study; Task1 (top): Choosing
between two options; Task2 (middle): Decision on a single option; Task3 (bottom): Acceptable
comments to star rating.
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4.2. Task Design
4.2.1. TASK1: Choosing between Two Things

Every day, consumers compare products by star rating and comments. The selection
between two things is an insightful, simplified version of the actual selection process for
multiple options. The experiment task was to decide between two movies, each with a
review (one one-to-five-star rating, plus three comments), as shown in Figure 2-Task1. We
compared Type A (a low star rating, high scoring comments) and Type B (a high star rating,
low scoring comments), as shown in Figure 3 (left). Selection of Type A can be interpreted
as indicating that comments have a stronger influence than star rating, and conversely,
for selection of Type B, vice versa. To account for all combinations of Type A and Type B
scenarios, a total of 100 sample spaces were compared, as shown in Figure 3 (right). Look
again at the example in Figure 2-Task1. The Type B (left) combination consists of a SRR #5
(4.5 < x ≤ 5.0) and comments of CS 3, and the Type A (right) combination consists of a SRR
#1 (2.5 < x ≤ 3.0) and comments of CS 5. This example scenario corresponds with the red
cell shown in Figure 3 (right).

Figure 3. Subject type description (left); Sample space description (right): Red-colored cell represents
the example comparison of Task1.

The Type A and Type B scenarios were randomly generated for specified ranges. For
the 100 sample spaces, participants were divided evenly and randomly into two groups,
and each performed selections for a half of the entire sample spaces to maintain a high
level of attention. For counterbalance, a sequence of 50 selections was randomly presented
to the participants. Participants chose one of two reviews/movies given this query. We
computed the inter-rater reliability (I), as shown in formula (2), to measure ‘contention’ for
each comparison, an absolute value calculated by the following expression.

I = |Na − Nb|/n (2)

Na = number of participants who selected Type A, Nb =number of participants who
selected Type B, n = total number of participants who selected either Type A or Type B
(n = 36).

This value gets closer to zero when people have higher contention (participants are
equally split between the two choices) and closer to one with lower contention (when
participants completely agree on one choice). To indicate bias for the calculated inter-rater
reliability, we used the positive and negative scale. When Type B is more preferred, inter-
rater reliability is a positive value; when Type A is more preferred, inter-rater reliability is a
negative value.

4.2.2. TASK2: Decision on a Single Product

Unlike the choice between two things, this task is designed to determine whether a
product is preferred or not when given a star rating and comments for a standalone product,
mirroring the like/dislike rating system. This reproduces the situation that a consumer
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reads the reviews on a single product presented on a single page and takes a closer look at
the product. To implement the task, we provided the participants with a one-star rating
and five comments on an arbitrary movie, as shown in Figure 2-Task2. After examining
the reviews, the participants had to decide if they had a desire to get it or not and click
the corresponding button. For Figure 2-Task2, the SRR is #2 and the CS of the comments
corresponds with 2. The sample space of the experiment consisted of all combinations of
SRRs and CSs. The total sample spaces were 25 (5 possible SRRs × 5 possible CSs = 25) and
each participant performed the selections for the entire sample space. For counterbalance,
the sequence of 25 selections was randomly presented to the participants. During this task,
we asked participants to select ‘thumbs-up’ or ‘thumbs-down’ for the movie, based on the
movie’s star rating and comments.

4.2.3. TASK3: Acceptable Comments to Star Rating

This task was conducted to determine the scoring range of ‘acceptable’ user comments
for a star rating. We presented a star rating score along with 10 comments of varying scores,
as shown in Figure 2-Task3. The comments presented in each task (scenario) were randomly
selected, two from each possible CS (1 to 5). Therefore, 10 comments (2 comments × 5 CSs)
were given for each star rating. The star rating score was randomly generated, twice for
each possible SSR (#1 to #5). The entire sample space consisted of 10 total scenarios per
participant due to running twice for each SRR. During this task, we asked participants to
check which comments might match the star rating, with the query “Choose all comments
that you think were written for the movie with the following star rating.” The task provided
insight into the perception of star ratings by consumers and the relationship between star
ratings and comments.

5. Result
5.1. Result of TASK1

We collected 3600 selections (3600 selections = 36 participants × 2 groups × 50 selec-
tions) for 100 unique comparison scenarios. Each scenario was performed by 36 participants.
Type A was selected 1745 times and Type B 1855 times, indicating that Type B was selected
slightly more often. The overall trend is represented as a heatmap, shown in Figure 4.
Each cell (comparison scenario) is composed of signed inter-rater reliability and indicates
which type (Type A or Type B) of bias of the users. The darker the color, the more biased
the selection is, and the lighter the color, the more contentious (evenly split) the selection
is. The darker the red color, the more dominant Type A was for the comparison scenario;
the darker the blue color, the more dominant Type B was for the comparison scenario. In
general, a darker blue color appeared in the upper left quadrant and a darker red color
appeared for the lower right quadrant. For example, when comparing a scenario with a
SRR #5 and a CS of 3 (Type B) with a SRR #1 and a CS of 5 (Type A) (same as compared in
Figure 2-Task1.), the participants chose Type B more and the inter-rater reliability at this
time was +44.4%. In Figure 4, consider Type A (SRR #3, CS of 5) vs. Type B (SRR #4, CS of
1): the color is the darkest red, indicating a −100% inter-rater reliability score and that all
participants chose Type A. There were 45 cells each biased for Type A and Type B. However,
the median value of inter-rater reliability values was skewed for Type B (−22.2% for Type
A, 33.3% for Type B). Therefore, Type B was chosen more predominantly. Both in terms of
the number of choices and in terms of median values of inter-rater reliability, Type B has
a slight predominance over Type A in general. Considering that Type B is a combination
with a high star rating, when participants performed this task, they prioritized the star
rating when making their decision. Therefore, when interpreting the results compared with
the established assumption (H1), although the assumption prevailed, it was not acceptable
in all cases. This result means that, when comparing two or more products and choosing
one, the participants were more influenced by the quantitative review of a star rating.
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Figure 4. Heatmap of Task1 (Choosing between two things); A darker color corresponds to a higher
percentage (%); Type A: red, Type B: blue.

5.2. Result of TASK2

A total of 1800 selections (1800 selections = 72 participants × 25 selections) were
collected. Preference value refers to the percentage of how many thumbs-up buttons are
pressed for that selection. Preference value for each cell is shown in Figure 5 (left). The
darker the color of the cells in this heatmap, the higher the preference. For example, for the
CS of 4 vs. SRR #2, the preference value is 69.4%. That means 69.4% of participants chose
the ‘thumbs-up’ button and 30.6% of participants chose the ‘thumbs-down’ button.

Figure 5. Heatmap of Task2 (left); Comparison of Thumbs up growth rates by SRR interval of
comment score and star rating range (right).

Preference values of 50% or higher were found for: SRRs of #1, #2, #3 with comments
of 3 or higher and SRRs of #4 and #5 with CSs of 3 or higher. All cells with CSs of 4 and 5
showed a preference value of 50% or higher, regardless of the star rating. For SRRs of #4 or
higher with CSs of 2 or lower, the preference value was lower than 50%. Comparing these
findings, CSs seem to have more influence for this type of single product evaluation.
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Preference values increased more dramatically when the CS increased than when star
rating increased. Figure 5 (right) shows how people’s desire to get increased each time that
the SRR or CS increased by one step. Preference value change was calculated by taking the
difference between the averaged preference values for the designated range (#)1 to (#)2, etc.
Each average preference score value was calculated by averaging each column (SRR) or
row (CS), shown on the heatmap of Figure 5 (left). The preference score change when the
SRR changed from #1 to #2 was 10.24%. The preference score change when CS changed
from 1 to 2 was 9.76%. Except for this range, the CS change had a higher preference score
change for all ranges. Thus, for evaluating a single product, participants were influenced
more by comments than star ratings, contrary to the choice between two products. For
the (#)3 to (#)4 score change, the preference change amount of SRR and CS showed their
highest values, 21.92% and 37.18%, respectively. For the #2 to #3 change, the SRR had its
lowest change of 0.86%. This result indicates that the participants barely changed their
behavior, despite the star rating changing from #2 to #3 when they considered the selection
on a single product.

Comments had a greater effect than star rating for consumer preference in single
product evaluation. Despite a high star rating, the movie was not ‘liked’ if the CS was
low; despite a low star rating, if the CS was high, the movie had more chances to be
‘liked.’ Additionally, the preference increase due to the increase of CS was higher than
the preference increase due to the increase of the star rating. As a result, the hypothesis
proposed for a single selection (H2) has been supported, as the review data was found to
have a greater impact on decision-making. It seems that preference (liking or disliking) of
a single product is more influenced by subjective information in the form of comments,
rather than star ratings.

5.3. Result of TASK3

A total of 720 data points for Task 3 were collected (72 participants × 10 scenarios).
Figure 6 shows the resulting range of CSs suitable for each SRR. We conducted the Mann–
Whitney U test to check whether the ranges of CSs assigned to each SRR were significantly
different from each other. In the Mann–Whitney U test, there was a significant difference
(*** p < 0.001) in all cases, except when comparing SRR #4 and #5 s (p = 0.056). The difference
between SRRs #4 and #5 was the smallest, and the difference between SRRs #2 and #3 was
the largest.

Figure 6. Acceptable comment score according to star rating range.

The average calculated CS for each SRR was 2.05, 2.61, 3.36, 4.07, and 4.16 for #1 to #5,
respectively. When we substitute the representative sentiment, according to the CS that
we obtained through sentiment analysis into the result of Task 3, the participants selected
a negative sentiment for SRRs #1 and #2, a neutral sentiment for SRR #3, and a positive
sentiment for SRRs #4 and #5.
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Interestingly, when converting SRR #3 to its actual rating range, it corresponds to
3.5 to 4.0 stars for a one-to-five-star scale. The sentiment collected for this SRR #3 was
neutral. Thus, despite a one-to-five-star scale indicating mathematical neutrality at the
three-star rating, our sentiment analysis shows that consumers view 3.5 to 4.0 stars as
a neutral rating. Thus, consumers who are planning to purchase a product view the
star rating with a stricter standard than reviewers who have already made a purchase
and given a review. Both SRRs #4 and #5 were viewed with positive sentiment, with
no significant difference in consumer sentiment between the two. SRRs #4 and #5 are
accepted by consumers in a positive way, but the difference in the positive level is not
that big compared with the difference in star rating. It seems that people do not notice the
difference between the high star ratings.

CSs changed most significantly when SRRs changed from #2 to #3. The average CS
increased by 0.56, 0.75, 0.71, and 0.09 when the SRR changed from #1 to #5, respectively.
Thus, for SRRs #2 to #3, CS increased by the largest margin. From a sentiment point of view,
consumers seem to have a jump from the low 3.0 values to the high 4.0 values as the largest
increase in perceived value.

5.4. Star Rating Inflation

From the results of Task 1, we determined that consumers were more influenced by
star ratings when making decisions between two products. Based on Task 3, consumers
were highly critical of star ratings, viewing a 3.5 to 4.0 star rating with a neutral sentiment,
despite 3.0 being the mathematically neutral rating. Additionally, consumers did not
demonstrate a difference in sentiment for star ratings between 4.0 and 5.0. Thus, ratings in
the 4.0 to 5.0 range lose discriminating power. When the rating scale loses discrimination,
consumers are less able to differentiate between good and bad products. Maintaining an
exceedingly high star rating, such as one higher than 4.9, becomes a necessity for sellers
who are trying to differentiate their products. As a result, sellers may create some fake
reviews to increase their star rating, as revealed in the study by Luca et al. [56]. This
behavior leads to a vicious cycle in which star ratings lose their discriminating power
and the star rating scale becomes inflated. This cycle is detrimental to both consumers
and sellers. Consumers cannot discriminate between products and sellers compete for a
volatile and often inaccurate rating. To ameliorate this issue, the sentiment of consumers
reading reviews and the sentiment of reviewers writing them need to be better aligned. In
addition, comments can be better integrated and structured to give insight into products
and guide consumers.

6. Discussion
6.1. Limitation

In this paper, we selected star ratings and comments as the main influencing factors
to understand a consumer’s decision-making behaviors towards movies. For this reason,
we inevitably excluded information, such as genre, story, and directing or visual style,
and consistently designed review datasets representing each score. Additionally, analysis
without considering the preference for numerical and text review according to the user’s
characteristics and user’s state data (e.g., gaze and biometric) can be pointed out as a
limitation. For instance, it appears that the gaze data of the participant executing the task
can be utilized for secondary analysis. By analyzing the area of star ratings or comments
through gaze analysis, it becomes feasible to scrutinize which component garners greater
attention from the user [57,58]. Furthermore, when inspecting the relevant component,
the user’s psychological state may also be inferred [59,60]. We analyzed representative
emotions in each score range through sentiment analysis and constructed a dataset with
comments that represent those emotions well. However, constructing comment data
based on emotional similarity does not sufficiently eliminate all confounding factors. For
example, from the review comment, “I watched a movie with my children, and they enjoyed
it a lot”, the participant might assume that the movie was of the animation genre. One
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participant commented that he chose movies that were similar to his tastes by inferring
genres. Consequently, given the availability of data that can be used to infer cinematic
characteristics, it is challenging to generalize this finding to all other products.

In addition, the diversity of expressions was not accounted for. More specifically,
reviews using sarcasm or expressing emotions other than the representative emotions were
excluded from our dataset. This situation often occurs when some common idioms are
used in comments. As has been discussed in other studies [61–63], it is very challenging to
accurately read the implied intentions of the user. This is because emotions can be expressed
in reverse through paradoxical expressions or irony. For example, the comment “I’m okay
with not eating sweet potatoes for a while”, was mapped to a one-star rating. In Korea,
the expression ‘eating sweet potatoes’ is negative. However, this comment could not be
used because it was analyzed as a positive emotion of ‘caring’ through sentiment analysis.
It seems possible to experiment with more abstract comments if the natural language
processing technique, such as sarcasm detection [64], that analyzes various expressions
beyond the superficial expression of emotions, is applied. Therefore, detecting an unusual
emotion or sarcasm is a very challenging issue.

6.2. Future Work

In this study, the movie review dataset was used because of zero price variability for
movies and the frequent use of emotional language in movie reviews. These characteristics
reduce the variables that we need to control, but at the same time, there are a number of
areas that we need further analysis on in the future. Since most consumer goods do not
have the same price, it seems necessary to study how consumers behave when reviews and
prices are provided at the same time in future research. Additionally, we set a comment
score in this study and selected three representative sentiments for it through sentiment
analysis. However, this sentiment is generated from movie review data. If sentiment
analysis is applied to review data for other consumer goods, it is expected that different
representative sentiments will be selected even with the same comment score. To solve
this problem, it seems necessary to extend the sentiment analysis of the movie domain to
other domains. Transfer learning techniques can be used to extend domains [65]. After
collecting review data of the domain to be applied, additional training is performed on
the pre-trained model. This enables sentiment analysis for other review domains. It seems
possible to find sentiment expressions that are similarly used for each domain through
word embedding [66]. Through this, sentiment analysis can be applied to multiple domains
with only one model without transfer learning.

7. Conclusions

This paper aimed to identify how people perceive and behave against reviews of star
ratings paired with comments. A choice between two products, single product evaluation,
and the relationship between comments and star ratings were investigated by user behav-
ioral and sentiment analysis. First, we confirmed the usability of movie review data through
exploratory data analysis and designed three viable user studies with 72 participants. Con-
sumers value star ratings and comments differently, based on the scenario (experiment 1
and 2) in which they are provided. For the first study, a choice problem between two prod-
ucts, star rating had more influence than comments when choosing a more preferred movie.
Yet, if movie ratings and comments are presented for a single movie, a ‘like’ or ‘dislike’
decision was more influenced by comments. Additionally, consumers were strict when
assigning positive sentiment towards star ratings when viewing them as consumers, rather
than when reviewing products themselves. Our study aims to contribute insights into iden-
tifying consumer perception patterns concerning star ratings and comment reviews. These
findings could potentially aid in the development of more effective review structures.
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Appendix A

Table A1. Demographic Information.

N
(n = 72)

Percentage
(%)

Gender
Male 42 58.33

Female 30 41.67

Age

18–23 17 23.61
24–29 23 31.94
30–35 13 18.06
36–41 10 13.89
42+ 9 12.50

Occupation

High school student 4 5.56
University student 17 23.61
Graduate student 23 31.94

Office worker 12 16.67
Practitioner 9 12.50
Freelance 4 5.56

Others 3 4.17

Major

Engineering 34 47.22
Nature 13 18.06

Liberal arts 6 8.33
Education 11 15.28

Society 3 4.167
Entertainments and

sports 1 1.39

others 34 47.22

Appendix B

Table A2. Background of Participants’ Movie Consumption.

N
(n = 72)

Percentage
(%)

Frequency of
watching movies

4 or more per month 14 19.44
2 or more per month 16 22.22
1 or more per month 20 27.78

1 movie 2 month 19 26.39
Rarely watch 3 4.17



Appl. Sci. 2023, 13, 3949 14 of 16

Table A2. Cont.

N
(n = 72)

Percentage
(%)

Major genre of watching
(Multiple choice)

SF/Fantasy/Adventure 43 59.72
Thriller/Mystery 34 47.22
Romantic comedy 29 40.28

Action 27 37.50
Drama 24 33.33

Comedy 21 29.17
Animation 18 25.00

Regardless of genre 18 25.00
Others 3 4.167

Criteria for
selecting movies

Story 62 86.11
Evaluation of online rating 43 59.72

Genre 41 56.94
Recommendation of acquaintance 33 45.83

Companion’s taste 24 33.33
Actor 22 30.56

Director 21 29.17
Film festival entry or award 19 26.39

Others 4 5.56

How to get information
(Multiple choice)

Movie information tv program 48 66.67
OTT service 31 43.06

Customer review information 30 41.67
Social network service (SNS) 23 31.94

Advertisement 21 29.17
others 19 26.39
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