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Abstract: Today, the use of wireless sensor networks has grown rapidly; however, wireless sensor
networks are prone to receiving cyber-physical attacks. Time synchronization is a fundamental
requirement for protocols in wired and wireless sensor network applications; hence, secure time
synchronization is also crucial. This paper presents an introduction to time synchronization, including
the concepts, challenges, and requirements of time synchronization protocols. The scope of the paper
includes both software- and hardware-based protocols. Then, different time synchronization methods
are analyzed. Moreover, research progress in secure time synchronization is reviewed. The survey also
discusses the weaknesses of current secure time synchronization protocols and provides suggestions
for future research directions. This survey aims to highlight research progress and trends in time
synchronization and secure time synchronization.
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1. Introduction

During industrial development, wireless sensor networks (WSNs) have rapidly re-
placed wired networks due to their advantages [1]. A WSN is a combination of spatially
distributed nodes organized in a cooperative network to monitor and record physical and
environmental conditions [2]. Nowadays, sensor networks are used in many different
aspects of our life such as proving health care for elderly, surveillance, emergency disaster
relief, and intelligence gathering in the battlefield [3].

Switching from wired networks to wireless networks has raised one key issue, i.e.,
security, since most of the effective security techniques for wired networks are not effective
for wireless networks. Providing security in WSNs is challenging due to limited sensor node
resources [4]. Current algorithms cannot provide correct results without secure, reliable,
and accurate time synchronization [5]. There have been no protocols designed with security
in mind, and therefore, it has become easy to execute attacks on time synchronization by
following the protocol rules [6]. It is the nature of the corresponding protocols that makes
them vulnerable to several types of security threats such as message manipulation attacks
in which an attacker can inject corrupted messages into the network [7].

Time synchronization is critical in sensor networks because it provides accurate and
secure localization, better duty cycling, beamforming, and other collaborative signal pro-
cessing tasks [5]. One of the important features of wireless sensor networks is to provide
smooth and lossless roaming from one station to another station, which is only possible if
precise time information is available [8]. Furthermore, to find the exact geolocation, time
synchronization is a key element. Similarly, during network synchronization, different
procedures such as data transmission, frame computation, and protocol analysis and en-
capsulation can result in valuable delays depending on the hardware configuration and
software flow, which may lead to confusion in time synchronization [9]. Time synchro-
nization is a key element for data fusion, power management, positioning, future action
coordination, event timestamping, and power duty cycling, in wireless sensor networks
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(WSNs) [9]. Wide use of wireless applications such as target tracking, environment moni-
toring, and scientific exploration in dangerous environments have attracted the attention
of attackers to wireless sensor networks [3]. In addition, authors have indicated that to
make these applications work accurately and reliably, the requirement of a common clock
time for all sensor nodes is important. The need to limit energy consumption as well as
computing and communication resources of nodes in a WSN make it a complex process
to build an efficient protocol [10]. Moreover, hardware miniaturization and low-power
designs have led to the development of small, battery-operated devices which are capable
of detecting conditions such as temperature and sounds; however, miniaturization and
low-power designs have limited the data processing and communication capabilities of
sensors, making it complex to provide security in the protocol. The complexity in providing
security makes a WSN vulnerable to many attacks such as masquerade attacks, replay
attacks, message manipulation attacks, and delay attacks, which are the four main types of
attacks [6,10]. However, the attack processes are different on different protocols depending
on the structure and design of the protocol [5]. For example, in the timing-sync protocol
for secure networks (TPSN), a compromised node can claim to be the root node with the
lowest ID 0 and start at the larger sequence number than the actual root node, which causes
other nodes to follow the compromised node as the root node and to ignore updates from
the actual root node [3]. Hence, the main purpose of all attacks on time synchronization is
to somehow convince one or more of its neighbor nodes’ clocks to be different from the
actual clocks of the system. The time synchronization protocol should be able to detect
several attacks and should be able to enable fast recovery from these attacks [11]. Clocks
need to be resynchronized regularly because computers’ internal clocks can differ from
each other, even when initially set accurately, and therefore, over time computer clocks will
be different because clocks in different computers count time at slightly different rates.

In recent years, many time synchronization protocols for multi-hop networks have
been proposed and their performances have been evaluated using simulation or hardware
platforms. In [12], the PISync algorithm was proposed and multi-hop performance was
evaluated on the MICAz hardware experimental platform using the flooding time synchro-
nization protocol (FTSP). In this case, the clock frequency of the MICAz node was 1 MHz.
The delay compensation-based time synchronization (DCBTS) algorithm was presented
in [13] and the time synchronization performance was evaluated using the PISync algo-
rithm on the FPGA hardware platform. Specifically, the hardware clock frequency of the
FPGA testbed was 50 MHz. Recently, a series of time synchronization protocols for packet-
coupled oscillator (PkCO) networks have been proposed [14–18]. The packet-coupled
oscillators time synchronization protocol (with an accuracy of around 30.5 µs) was first
proposed in [14], and the effects of packet exchange and processing delay were modeled
in hardware experiments and also theoretically analyzed. A proportional–integral control
scheme was used to fully remove the impacts of processing delay [14]. The packet-coupled
oscillators protocol using a dynamic controller (D-PkCOs) was proposed by [15], and a H∞
design solution [15,16] was also proposed to choose the controller parameters. In these two
works, synchronization performances (of less than 1 µs in a single-hop network [15] and
around 6 µs in a 21-node spanning tree network [16]) were evaluated on both simulation
and hardware platforms. The authors of [17] showed that time synchronization preci-
sion of around 1 ms could be realized on low-accuracy RC oscillator clocks (with around
4× 105 ppm) in 24-h hardware experiments, and they also demonstrated implementation
of the PkCOs algorithm.

Moreover, this paper aims to find solutions for the following three research ques-
tions (RQs):

RQ1 What are the current time synchronization protocols?
RQ2 What are the security issues of time synchronization protocols and the research

progress on secure time synchronization?
RQ3 What are the future research trends of secure time synchronization?
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The contributions of this paper are twofold. First, we provide the recent research
progress on time synchronization and secure time synchronization. Second, we suggest
some future directions in this domain. The remainder of this paper is organized as follows:
In Section 2, we describe the basic concepts, important challenges, and requirements of
time synchronization. In Section 3, we analyze the current time synchronization protocols.
Then, in Section 4, we review the research progress on secure time synchronization and, in
Section 5, we discuss future research work directions. The conclusions for this paper are
presented in Section 6.

2. Time Synchronization
2.1. Problem Formulation

In recent years, the time synchronization problem in wireless networks has been
widely studied in the literature, aimed at achieving a higher order of accuracy with greater
scalability of topology and application. However, so far, there is no specific reliable time
synchronization scheme available due to the complexity associated with the collaborative
nature of nodes [6]. Time synchronization is a method to synchronize the nodes [19].
Computer clocks contain two parts, i.e., an oscillator and a counter. C(t) represents the clock
if a network node counter increases its value based on the oscillator angular frequency. In
ideal situations, angular frequency is constant but it can be changed because of physical
variations such as temperature, vibration, and pressure. The local clock of node i and real
time t can be related as [20]:

Ci(t) = ait + bi (1)

where ai is the clock drift of node i’s clock and bi is the offset. Drift is the frequency rate of
the clock, and offset is the difference in value from the real time t. Local clocks of Nodes 1
and 2 are compared as [20]:

C1(t) = a12 × C2 + b12 (2)

where a12 is the relative drift and b12 is the relative offset of the clocks of Nodes 1 and 2.
If relative drift is 1 and relative offset is 0, then both clocks are perfectly synchronized.
Clock rate of the network node and offset can be used to adjust its local time according to
above equations [21]. Currently, there are many protocols to achieve time synchronization;
however, those protocols are vulnerable to many attacks.

2.2. The Importance of Time Synchronization

Cyber-physical attacks to network time synchronization can degrade the performance
of the network, for example, data disordering, unsynchronized task execution, duty cycling,
and malfunctions [22]. Authors have explained that the attacks which can break time
synchronization may lead to increased interference in the network, packet collusions, and
delays in the communication messages. Thus, to avoid these circumstances, secure time
synchronization becomes a key element for wireless sensor networks to provide its services
securely. Poor time synchronization can lead to faulty timestamps, false estimates about the
location of nodes, packet loss, and increased cost of energy by disturbing the sleep–wake-up
schedule [5]. Sensor nodes, however, monitor data that can be leaked and may lead to
personal privacy breaches [4], and more cyber-physical attacks will lead to more energy cost
for resynchronization [22]. WSNs require that all nodes work efficiently by synchronizing
with each other to save energy consumption [2]. The time synchronization scheme can
be affected by many factors that happen in a network, such as communication overhead,
available bandwidth, accuracy requirements, scalability, and infrastructure requirements.
As described above, sensor nodes have limited resources and low power, and therefore,
the energy saved in the synchronization process can be used for security purposes [22]. To
avoid the circumstances mentioned above, security for sensor networks must be considered
during the design period to ensure the operation of safety, sensitive data safety, and people’
privacy [4].
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The importance of time synchronization is mostly ignored during the current protocols;
thus, a new secured protocol is required to keep data safe and to provide safe services
in sensor networks, and it needs to compete with all the challenges and fulfil all the
requirements of secure time synchronization.

2.3. Common Challenges for Time Synchronization

Time synchronization is a broad area and many researches have been involved in
this area over the past few decades [23]. Several algorithms and mechanisms have been
proposed and used. Node A sends a message to Node B with its current time in order to
synchronize with Node B. If there is no delay at all in delivering and receiving the message,
Node B can immediately calculate the difference between the clocks and adjust its time
according to the Node A clock [24]. However, in a real wireless network, several types
of delays from the sources described above affect the delivery of messages which make
time synchronization much more difficult. In order to estimate the relative clock skews
and offsets among nodes, a series of timing messages can be transmitted, and therefore,
time synchronization can be regarded as the process of removing the effects of delays from
timing message transmissions.

However, in WSNs, it is not suitable to use the current synchronization techniques
because of WSNs’ unique characteristics such as limited battery power, limited bandwidth
availability, and limited computational resources and storage space. These characteris-
tics make the traditional time synchronization schemes, i.e., the network time protocol
(NTP) and the global positioning system (GPS), unsuitable for WSNs [23]. The following
challenges need to be considered to achieve time synchronization [23,25]:

2.3.1. Nondeterministic Delays

Nondeterministic delays in the message delivery and confound latency estimations
contribute directly to the challenges in secure time synchronization [26]. For example, the
physical layer access time can be magnitudes larger than the required synchronization
precision of the network. Several nondeterministic delays have been analyzed first by
Kopetz and Ochsenreiter [27] and added to by [28], according to the process of the message
delivery. To illuminate the synchronization nondeterministic delays, it is necessary to
analyze the sources of these message delivery delays [26]. As shown in Figure 1, the
following components are presented in message delivery delays [27–29]:

• Send time is the building time of a message at application layer. It also includes the
delays introduced by the operating system overheads and protocol processing.

• Access time is the time you have to wait, after reaching the medium access control
(MAC) layer, for accessing the transmission channel.

• Transmission time includes the time at physical (PHY) layer for transmitting a message.
Delay is deterministic and can be calculated by the packet size.

• Propagation time is a time which is the actual time for a message to be transmitted
from the sender to the receiver. It is deterministic, depending on the distance and in
most cases, small enough to be ignored from latency estimation.

• Reception time includes the time at the physical (PHY) layer for receiving a message
which is the same as transmitting a message.

• Receive time is the time which is taken at the receiver to construct and send the
received message to the application layer.

The medium access control (MAC) layer time-stamping technique can be used to
eliminate these sources of nondeterministic delays by using the TPSN and FTSP [30]. The
TPSN reduces the uncertainties by using time stamping in the MAC layer but, in the case
of root node failure, the whole network needs to be resynchronized which increases the
overhead and takes a large amount of bandwidth [31]. The FTSP achieves high accuracy
by utilizing customized MAC layer timestamps to reduce the nondeterministic message
delays; however, each time, it needs access to actual hardware which requires increased
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computational resources and energy consumption because it is not a purely software-based
protocol [32].
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The RBS protocol eliminates the largest sources of errors, i.e., send time and access
time, from the critical path by using the receiver-to-receiver technique. This protocol saves
energy consumption on time updates but there is still propagation time and receiver time
uncertainty. If the receiver stores the time messages received which require a large number
of storage space, this algorithm will provide better results [21,33].

2.3.2. Robustness

Sensor networks are left unattended for large amounts of time in hostile environ-
ments [23]. In the case of some nodes’ failures or link failures, synchronization schemes
should be up and running for the remaining nodes. Mobile nodes move around which can
disrupt the routing schemes and can create partitioning in the network. The TPSN is unable
to handle topology changes efficiently [31]. In the case of root node failure, the whole
process of synchronization must be repeated which increases energy consumption. The LTS
protocol is not suitable for high precision apps because its accuracy reduces towards the
depth of the tree [34]. However, the FTSP provides a high level of robustness as it selects
its root node dynamically, which provides high precision and works fine even in the case
of root node failure, but the downside is that it increases energy consumption [30].

2.3.3. Convergence Speed

Wireless sensor networks always contain a large number of sensor nodes and two
nodes can contact to each other through many hops, which makes it difficult to reduce
the convergence speed in time synchronization algorithm design [23]. The tiny-sync and
mini-sync protocols both provide the benefits of minimum usage of storage space and
computing resources, require low bandwidth, and tolerate message loss. However, they
have the disadvantage of high convergence time of achieving synchronization [34]. The
RBS protocol has a large number of message exchanges to achieve synchronization and
resynchronization which takes a large amount of the available bandwidth. The FTSP is
slow in convergence because it requires an initiation period due to linear regression [32].

These challenges need to be analyzed carefully and corrected to avoid the nondetermin-
istic delay in radio messages delivery which can affect the precision of time synchronization.
In addition to these challenges, there are several requirements that determine what type of
synchronization method should be used.

2.4. Time Synchronization Requirements

Time synchronization is important in some distributed systems or in all types of
networks. The other systems, especially without outer dependencies, do not require time
synchronization. Recently, various mechanisms and algorithms for time synchronization
have been proposed and used; however, WSNs have many characteristics that make these
mechanisms and algorithms unsuitable for WSNs. For example, limited battery power
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of sensors and limited bandwidth availability make it impossible to run synchronization
messages frequently, and miniature hardware reduces the computational power and storage
space [23]. Therefore, the traditional synchronization techniques, i.e., NTP and GPS are
unsuitable for WSNs because their general requirements cannot be fulfilled with limited
resources. In the previous section, we analyzed current challenges that are affecting
the different methods of time synchronization and making them unsuitable to be used
for time synchronization. The following requirements need to be fulfilled by the time
synchronization method to achieve time synchronization in the network [35]:

2.4.1. Energy Efficiency

In the current protocols, the RBS protocol estimates clock drift by linear regression
based on past clock phase offset which considerably increases the computational complexity
and require large number of message exchanges. However, it saves energy consumption
by not updating the local clock of the nodes which require expensive clock updates which
makes the RBS protocol the most energy efficient method currently in use [33]. The
TPSN has high energy consumption because of its computational and communication
requirements [31]. It requires three message exchanges (Sync, Pulse, and Ack) which result
in a high communication load. Clock drift computation is not complex but local clocks of
the nodes are updated regularly which also increases energy consumption. The TS/MS
protocols are also energy efficient by keeping the usage of storage space and computational
resources low [34]. The FTSP is the most inefficient method because the number of message
exchanges is high and local clocks of nodes are updated regularly which results in higher
computational costs [32]. Limited energy resources available to sensor nodes should always
be considered while designing the protocol for wireless sensor networks [35]. To achieve
this goal, a technique for time synchronization should be designed with a minimum number
of synchronization exchange messages.

2.4.2. Scalability

Deployment of a large number of sensor nodes is required by many sensor network
applications. Synchronization protocols should be designed to work well with the scale of
the network size and/or density [35]. For example, the TPSN requires a topology hierarchy
and does not adopt with dynamic changes in the network structure [31]. However, the
FTSP is the best scalable network protocol, as it selects its root node dynamically, which
provides high precision, but it increases energy consumption [30]. It is necessary to design
a protocol with scalability because different numbers of sensor nodes are required for
different tasks or different applications.

2.4.3. Precision

Synchronization precision depends on the specific applications which may vary for
different applications in sensor networks. For example, for some applications simple
ordering of events may be sufficient, whereas microsecond accuracy may be required for
some other applications [35]. In current protocols, the RBS protocol uses a receiver-to-
receiver approach which eliminates the nondeterminism at the sender which helps the
RBS protocol to provide high precision [33], whereas the TPSN utilizes the MAC layer for
messages exchanges from both sides between nodes which results in providing a better
precision rate than the RBS protocol [31]. Furthermore, the FTSP provides even higher
precision by utilizing the MAC layer timestamps and linear regression to eliminate clock
drift and offset [32]. However, the LTS protocol is not suitable for high precision apps
because its accuracy reduces towards the depth of the tree [34].

2.4.4. Robustness

In cases of some nodes’ failures, synchronization schemes must be be up and running
for the remaining nodes, because sensor networks are left unattended for large amounts
of time in hostile environments [35]. However, the available protocols are not efficient
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with this option, for example, the TPSN is unable to handle topology changes efficiently.
In the case of root node failure, the whole process of synchronization must be repeated
which increases energy consumption [31]. The TS/MS protocols have high convergence
time and, in the case of node failure, resynchronization will take longer. The FTSP has high
robustness against node failure and topology changes; however, as mentioned above, it
increases computational resources and energy consumption which is limited for sensor
nodes [30].

2.4.5. Cost and Size

Sensor nodes must be cost effective and miniature in hardware size. These are reasons
which make attaching them to large and expensive hardware devices (such as a GPS
receiver and storage devices) an unacceptable solution [35]. For example, it makes no sense
to attach a GBD 10 sensor node to a GBD 100 GPS receiver, especially when you are using a
network of thousands of sensor nodes which will increase the size of the device and result
in a marginally high price. The LTS and TS/MS protocols require larger bandwidth and
larger storage space, the RBS protocol requires complicated hardware, and these expensive
hardwares increase the cost. The FTSP is a hardware-based protocol which means that,
even for smaller networks, it will require expensive hardware similar to that required for
larger networks [21].

These aspects of a time synchronization protocol need to be balanced according to the
requirements in order to achieve efficient time synchronization.

3. Current Time Synchronization Methods

Recently, valuable studies have been conducted on secure time synchronization meth-
ods. Some of the research results are described below.

3.1. Global Positioning System (GPS)

The global positioning system is a navigation system based on 32 satellites, which
originally used 24 satellites, that has been developed by the U.S. Department of Defense
(DoD) [36]. It provides accurate location and time information, in all weathers, anywhere
on the earth or near the earth where there is an unobstructed line of sight to three or more
GPS satellites. GPS time synchronization (Figure 2) provides accuracy in the order of
200 ns, but the hardware is expensive and it is a power-hungry device [37]. In addition,
to work properly and accurately, three of its satellites must be in the line of sight at all
times. Currently, at least four satellites are in the line of sight all the time, as shown in the
figure below; however, this may not be possible in some cases such as inside buildings or
underwater [21].

To provide time synchronization, GPS devices communicate with satellites [38]. To do
so, a GPS receiver is required in each device, which is impractical, especially for wireless
devices, because of hardware costs and power constraints [39]. Nodes receive real time
information from the GPS and synchronize themselves as follows: Every node has its own
hardware clock; denote the value of node i’s hardware clock by Hi(t). We assume that every
node’s hardware clock has bounded drift ρ < 11. For all nodes i,

∀t : 1− ρ ≤
(

dHi(t)
dt

)
≤ 1 + ρ (3)

where t is real time, d is distance, and ρ is bounded drift. Each node computes a logical
clock value by using its hardware clock and received message from other nodes. Note node
i’s logical clock value at time t by Li(t). The clock synchronization algorithm tries to make
sure that the logical values of the nodes are close to real time and close to each other’s
values [40].
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The accuracy of GPS time synchronization will vary at different times, depending on
the number of satellites that can communicate with a receiver. In addition, it takes some
time for a GPS message to propagate the entire network [36]. For example, A GPS message
is received at the node i by an input action gps(t)i. The purpose of the message is to inform
i that the current real time is t. However, it can take longer for the message to reach node i
in a big network and node i may receive this message after the real time t [40]. Expensive
hardware such as a GPS receiver and the high energy requirement of the GPS protocol
result in using increased bandwidth and computational power, which makes it unsuitable
because sensors have limited battery power, limited bandwidth availability, limited storage
space, and limited computational power.

3.2. Network Time Protocol (NTP)

The NTP uses several algorithms to reduce jitter, increase the robustness, and avoid im-
properly operating servers which allows it to provide accuracies of low tens of milliseconds
on WANs and sub-milliseconds on LANs [36].

Synchronizing Node A and node B involves an exchange of packets, Node A stores its
local time in the request packet T1 [41]. Then, Node B time stamps it as T2 according to the
current local time on arrival of the request and sends a reply, T3, which includes the current
local time of departure of the packet. When Node A receives the reply, it is stamped as T4,
as shown in Figure 3 [42]. Then, the NTP calculates the clock offset and roundtrip delay as
below, respectively [41–43]:

offset =
(T2 − T1) + (T3 − T4)

2
(4)

delay = (T4 − T1)− (T3 − T2) (5)

The NTP does not consider energy consumption and keeps the processor busy to fre-
quently discipline the oscillator, which is not possible in sensor nodes because sensor nodes
have limited resources and cannot spend all the CPU cycle on time synchronization [43].
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3.3. Timing-Sync Protocol for Sensor Networks (TPSN)

The TPSN was proposed by Ganeriwal et al. for network-wide time synchroniza-
tion [28]. A sender–receiver structure is used in the TPSN model; the receiver synchronizes
its clock with the clock of the sender according to the two-way handshake, as shown in
Figure 4 [36,44,45]:
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Node A sends a pulse packet at T1 to start the synchronization which includes its
level number and value of T1 according to its local clock [32,36,44]. Node B receives this
message at T2, and T2 = T1 + D + d, where T1 is the message from Node A, D is the relative
clock drift between Node A and Node B, and d is the propagation delay of the pulse sent
between the nodes. Node B sends an acknowledgement packet at time T3, which includes
the level number of Node B and values of T1, T2, and T3. Node A synchronizes itself to
Node B after calculating the clock drift and propagation delay as shown below [21,36,44]:

D =
(T1 − T2)− (T4 − T3)

2
(6)

offset =
(T2 − T1) + (T3 − T4)

2
(7)

The TPSN works in two phases: first, the discovery phase, and then the synchroniza-
tion phase [46]. The aim of the first phase is to assign a level to each node and create a
hierarchical topology in the network [25]. Only the root node is assigned Level 0 as shown
below in the Figure 5 [47,48].

In the second phase, all nodes connect to the parent node in the hierarchical structure
in a two-way handshake message similar to the NTP shown above [31]. In this way, all
nodes are synchronized to the root, and network-wide synchronization is achieved by
considering a two-way handshake message between two Nodes A and B, as shown in the
figure above [32].
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Similar to the NTP, the TPSN is also based on a hierarchical structure (as shown in
Figure 5 above) which provides scalability [47]. Synchronization depends on the nodes’ par-
ents in the hierarchical structure; therefore, high synchronization accuracy can be achieved
even while the size of the network increases. However, in the case of failure, maintenance of
this structure increases the energy consumption [31]. Because the connectivity of a node in
the hierarchical structure changes when the node moves, the structure needs to be formed
accordingly, since, in the TPSN, a node adjusts its clock according to its parent node [21].
This complex maintenance and energy consumption makes the TPSN unsuitable for secure
time synchronization because, in WSNs, nodes can be consistently moving.

3.4. Tiny-Sync and Mini-Sync Protocols

Sichitiu and Veerarittiphan proposed two lightweight synchronization algorithms, i.e.,
tiny-sync and mini-sync [20]. To obtain the offset and rate difference between two nodes,
both the tiny-sync algorithm and the mini-sync algorithm use a multiple round-trip time
measurement technique and line fitting technique. Multiple round-trips are performed to
obtain data points for line fitting, as shown in Figure 6, where Node A is the client and
Node B is the reference [46].
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In [20], the authors assumed that Node A timestamps a message with t0 and sends
it to Node B. Node B timestamps the message with tb as soon as it receives it and sends
it back to the Node A which receives the message and timestamps it with tr, as shown in
Figure 6 below [20,46].

Each round trip measurement results in a data point (tb, [t0, tr]) which effectively
limits the possible values of the parameters a12 and b12. Since t0 happened before tb, and tb
happened before tr, the following dissimilarities should hold there:

t0(t) < a12tb(t) + b12 (8)

tr(t) > a12tb(t) + b12 (9)

The calculation described above is repeated several times and all time data points are
stored [46]. The two lines with minimum and maximum slope are determined using the
line-fitting technique, which provides us with the bounds for the relative offset and rate
difference of the two nodes by using their slope and axis. The line which has average slope
and intercept is used as the offset and rate difference between those two nodes.

The tiny-sync and mini-sync protocols use the estimation method to provide the
solution of relative skew and relative offset which reduces the complexity and energy
consumption [32,34]; however, it requires higher computational resources and memory to
generate accurate results. Computational resources and memory depend on the number
of data points. A lower number of data points provides a suboptimal solution, whereas a
higher number of data points provides an optimal solution, but takes a large amount of
memory and computational resources. Miniaturized modern technologies have less mem-
ory and fewer available computational resources which makes this algorithm unsuitable
for them.

3.5. Lightweight Time Synchronization (LTS) Protocol

The main focus of the lightweight time synchronization (LTS) protocol is to minimize
the energy cost by reducing overhead while it remains robust and self-configuring [49].
Lightweight time synchronization (LTS) builds a tree structure within the network to pro-
vide network-wide synchronization. The main function of the protocol is that it continues
to work effectively even if there is a node failure. It aims to maximize the accuracy while
minimizing the complexity of the synchronization and the use of computational resources.
It is assumed that the required accuracy in sensor networks is low; therefore, it is appropri-
ate to use a lightweight synchronization scheme [50]. However, in some applications such
as measuring the time-of-flight of sound, distributing an acoustic beamforming, landslide
detection, natural disaster prevention, and detecting fire in a forest, high precision time
synchronization is required. In addition, in a larger network, the accuracy of synchroniza-
tion decreases linearly, for example, from the root node towards the leaf node, accuracy
decreases [34]. Figure 7 explains how LTS synchronization is performed.

The LTS pairwise synchronization protocol uses a remote clock reading technique to
synchronize two neighbor nodes [49]. For example, node i wants to synchronize its clock
with node j. Node i sends a synchronization request message and when synchronization is
triggered the message is time stamped with Ci(t1). After random access medium access
delay, node i sends the packet at time t2 and node j receives it at time t3 = t2 + τ + tp, where
τ is the propagation delay and tp is the packet transmission time. At time t4, the packet
arrival is signaled by an interruption and timestamped at t5 with Cj(t5) which is followed
by an answer packet time stamped with Cj(t6) at time t6 (also includes previous timestamps
Cj(t5) and Ci(t1)) [51].
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Node i receives the answer packet at t7 and time stamps it with Ci(t8) at time t8. Node
i assumes that there is no clock drift between t1 and t8, O = ∆(t*) for all t* ∈ [t1,t8] and
estimates offset O by estimating ∆(t5) in the following way:

O = ∆(t5) := Ci(t5)− Cj(t5) (10)

However, t5 is unknown between t1 and t8. Uncertainty can be reduced, as we can
analyze from the figure given above that there is propagation τ and transmission time tp
between t1 and t5 and also between t5 and t8. We assume it is the same in both directions.
Since we have t5 and t6, we can obtain the difference by Cj(t6)–Cj(t5). We also assume that
the operating system, channel access, interruption, and medium access delay are also the
same in both directions as shown in Figure 7. Therefore, Cj(t5) is generated at time:

Ci(t5) =
Ci(t1) + τ + tp + Ci(t8)− τ − tp −

(
Cj(t6)− Cj(t5)

)
2

(11)

Therefore, the offset O is:

o = ∆(t5) = Ci(t5)− Cj(t5)

=
Ci(t8)+Ci(t1)−Cj(t6)−Cj(t5)

2
(12)

Node i can adjust its clock by adding offset O, it took only two packets to synchronize
node i and node j. A third packet from node i to node j can be used, including O, if the goal
is to let node j know about offset [51].
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After providing pairwise synchronization, the LTS protocol solves the synchronization
of all the nodes with the reference node. Two different approaches are proposed for this
purpose, i.e., a centralized approach and a distributed approach [49]. In the centralized
approach, a spanning tree is constructed, and then the nodes are synchronized [44]. The
reference node is the root node of the spanning tree and is responsible for starting the
synchronization of the network. The depth of the spanning tree is communicated back to
the root, because it affects the time to synchronize the whole network, and therefore, this
information can be used for deciding the time of resynchronization. A critical issue with
this is the communication cost because a pairwise synchronization costs three packets and
synchronizing the whole network will cost the number nodes x 3 packets which increases
the energy consumption used to construct the spanning tree [51].

In the distributed approach, a spanning tree structure is not used and each node can
decide the time of its own synchronization [25]. When any node such as Node ‘A’ needs to
be synchronized, it sends a synchronization request to its nearest reference node, as shown
in Figure 8 [51].
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Figure 8. Multi-hop synchronization.

All the nodes must be synchronized along the path from the reference node to Node
‘A’ which saves the unnecessary efforts of frequent synchronization. Since all the nodes
from the reference node to the initiator node need to be synchronized, a collective synchro-
nization request can be generated to reduce the number of resources used [25].

3.6. Flooding Time Synchronization Protocol (FTSP)

The flooding time synchronization protocol (FTSP) was proposed by Maroti et al. and
aims to achieve synchronization in the whole network by sending broadcast synchroniza-
tion messages [30]. A broadcast message starts with the preamble bytes, followed by the
SYNC bytes, then with the actual message data which describes the message, and ends with
the CRC bytes. The dotted lines in Figure 9 are actual bytes and the solid lines are bytes in
the buffer. When the preamble bytes are in transmission by the sender, the receiver adjusts
its carrier frequency of the incoming signals. As soon as the SYNC bytes are received, the
receiver can calculate the byte offset needed to reassemble the message with correct byte
alignment. The data field contains the target, length of the data, and other fields of the
message which need to be notified on the receiver side. The message is verified as not being
corrupted by using CRC bytes.
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In the FTSP, a mesh network can be formed by the nodes where each node sends a
synchronization message to all the other nodes, or nodes can form a star network where
one of the nodes acts as the master node and all other nodes are slave nodes [46]. The node
with the lowest Node ID is elected as the leader which periodically floods the network with
synchronization messages and is used as a source of reference time [30]. If current leader
nodes fail, the next node with lowest Node ID is elected as the new leader. Timestamps and
time of arrival are collected by each node, and linear regression is used on these data points
to obtain the offset and rate difference estimation from the leader node. The FTSP provides
global synchronization while using low bandwidth and it uses timestamps in the MAC
layer which helps it to eliminate many sources of errors [32]. However, it always needs
access to the hardware and it is not a pure software-based protocol. The major drawback is
that any node can elect itself as the leader after a certain period of time if it has not received
any new timestamps, which makes it vulnerable to attacks. A corrupt node can claim itself
to be a leader and can misguide the others to break the synchronization of nodes with the
actual leader [47].

3.7. Reference Broadcast Synchronization (RBS) Protocol

The reference broadcast synchronization protocol was proposed by Elson, Girod, and
Estrin in 2002 [33]. Nearly all other synchronization protocols use a sender-to-receiver
synchronization method [47]. However, the approach of the RBS protocol is different
because it uses a receiver-to-receiver synchronization method by using a third party [32].
The concept is that a single broadcast signal will be sent by a third party to two receivers
which will not contain any type of time information or timestamp. The receivers will both
exchange the receiving time of that signal and the difference between the clocks [34]. For
example, as shown in Figure 10, a reference Node R sends a synchronization message to all
the slave nodes. Two nodes, Nodes A and B, are in the communication range of Node R,
and they will receive the message. The receiving times of the message are recorded as Ta
on Node A and Tb on Node B.

Nodes A and B exchange this timing information with each other, and Node B calcu-
lates the timing difference to Node A and records it using d as follows:

d = Ta − Tb (13)

After that, Node B can adjust its time to synchronize with Node A using d as follows:

Tb = Ta − d (14)
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The information gained is enough to continue a local time scale. By doing this, it elimi-
nates the send time and access time from the critical path, as shown in the Figure 11 [21,33].
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In the RBS protocol, a third party sends a broadcast signal which makes it easy to
spoof the nodes and stop the actual senders’ information [46]. In addition, because of its
heavy overheads, it consumes more energy in exchanging packets, which makes it unsecure
and unsuitable for low energy consumption networks.

The information given above shows that security was not the top priority during the
designing of the current available protocols. This problem can be solved by reducing the
communication overhead which reduces the energy requirement, and the saved energy can
be used for the purpose of the security. In further sections, we examine the nature of the
problem and explore related work conducted in the past to find a suitable solution.

3.8. IEEE 1588 (PTP)

The first version of the IEEE 1588 precision timing protocol (PTP) was released in
2002, and the second version was released in 2008 [52]. It is an application protocol that
follows the master–slave architecture and aims to provide high accuracy and a robust
synchronization procedure. This protocol allows for synchronization in the nanosecond
range. Compared with the previously mentioned protocols, such as GPS and NPT, the
PTP is a more robust time synchronization [53]. The IEEE 1588 PTP allows clocks to be
distributed across packet-based networks such as the Ethernet. Time-stamping packets
should be exchanged between distributed nodes in order to synchronize the network
precisely [54].

3.9. Comparable Analysis of the Different Time Synchronization Protocols

The NTP is the time synchronization protocol commonly used in the Internet do-
main [55]. NTP clients used statistical analysis of the round-trip time to synchronize their
clocks with the NTP servers, with an accuracy of milliseconds. External time sources
are used to synchronize the time servers such as GPS. In the Internet, the NTP has been
proven to be effective, secure, and robust, and therefore it is deployed widely; however,
in WSNs, transmission time can vary because, at each hop, medium access control (MAC)
can introduce a delay of several hundreds of milliseconds [55]. The reference broadcast
synchronization protocol was proposed by Elson et al. which uses receiver-to-receiver
synchronization instead of sender-to-receiver synchronization which is used by many other
protocols [33]. The idea is to broadcast a beacon by using a third party without any timing
information, and receivers will compare their times of receiving that beacon to their offset.
Now, the only remaining uncertainty is propagation and receiving time. It is claimed that
all nodes will receive the reference beacon straightaway which takes out propagation, but
receiver uncertainty still remains in the protocol.

Ganeriwal et al. proposed a traditional sender–receiver-based time synchronization
protocol called timing-sync protocol for sensor networks (TPSN) [28]. It is divided into
two phases, in the first phase, a hierarchical topology of the network is created where each
node is assigned a level and the node with lowest level becomes the root node. In the
second phase, all the nodes in the tree synchronize to their parent using the round trip
synchronization method. The flooding time synchronization protocol (FTSP) was proposed
by Maroti et al. and it is the most well-known time synchronization approach [30]. In order
to achieve relatively high precision, it uses a fine-grained clock, clock drift estimation, and
time stamping at the MAC layer to reduce jitter. The tiny-sync/mini-sync protocols use
multiple pairwise round-trip measurements and a line-fitting technique to obtain the offset
and drift of the two nodes, rather than directly calculating the offset [20]. The IEEE 1588
PTP is more accurate than the NTP. In addition, in the PTP, a grandmaster synchronizes
all the slave nodes which can eliminate the additional delay due to redistribution in the
NTP [53]. The NTP and PTP are hard to use in wireless networks because of the resource
constraints and asymmetry of communication links.

Most of the existing protocols rely on a certain reference clock and hierarchical struc-
ture; however, the reference clock only considers the compensation of clock offset, which
makes the protocols more vulnerable to intelligent attacks and single node failure.
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Several representative time synchronization protocols are selected to compare the
performances of different protocols. For a comprehensive comparison and overview of the
performances, we select different clock configurations (1 MHz, 50 MHz, 32.678 MHz, and
32.678 kHz) with different skews, either hardware clocks (MICAz mote or on the FPGA
platform) or software simulation clocks. Figure 12 shows the comparison of maximum time
synchronization errors in different protocols by histogram. The blue and red bars refer to
the PISync and the FTSP evaluation performance on the MICAz hardware platform in [12],
respectively, while the orange and purple bars refer to the experimental results of the PISync
and DCBTS protocols on the FPGA testbed in [13]. In addition, a MATLAB-based simulator
in [15] is utilized to evaluate the performances of PISync, D-PkCOs, and the TPSN, and the
simulation results are illustrated in green, black, and brown bars, respectively.
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Overall, it is not surprising that all the protocols have increasing synchronization errors
when the hop distance increases, but at different increasing rates. At a 1 MHz hardware
clock, on the well-known MICAz wireless sensor network node platform, PISync achieves
the best synchronization accuracy with the slowest increasing rate concerning hop distance,
for example, 2 µs at the single hop and around 7 µs at the 9th hop [12], which is better than
the long-standing FTSP. However, at a 50 MHz FPGA hardware clock [13], the performance
of PISync degrades to 3 µs at the single hop and to 17 µs at the 9th hop, and the results of
DCBTS in [13] are slightly better than those of PISync, although the clock granularity has
increased. A similar performance is observed in a simulation at a 32.768 MHz clock. This
may be due to the better configuration of a 1 MHz clock (e.g., a very stable clock with tiny
skews) used in [12], but the real clock and realistically simulated clock have worse skews
than that used in [12]. For a fair comparison, more factors associated with the platform and
clock should be considered. At a software-simulated 32.768 MHz clock with realistic skews,
the recently proposed D-PkCOs [15] protocol outperformed PISync and the long-existing
TPSN, mainly due to the feedback control mechanism used to simultaneously correct both
clock offset and skew using the proposed dynamic controller of D-PkCOs, while PISync
adjusted the clock offset by only using an adaptive PI controller. Since the 32.768 kHz real-
time clock (RTC) is widely used in most existing industrial systems as a standard source of
the clock, we also simulated the performance of a 32.768 kHz clock synchronized using
PkCO, which is a better protocol at a higher granularity 32.768 MHz clock. Although PkCO
has around 2 µs error at the single hop and only 11 µs at the 9th hop at the 32.768 MHz clock,
the same PkCO synchronization protocol degrades to 40 µs and 175 µs at the single hop and
the 9th hop, respectively, at the 32.768 kHz clock. The above observations are only some of
many examples in the literature that show the complexity of a performance comparison of
different synchronization protocols. In particular, cross-platform performance comparisons
sometimes do not agree with each other. It is recommended that the comparison results are
more reliable and useful when the same types of clocks and platforms are compared.
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4. Secure Time Synchronization
4.1. Background

The main function of wireless sensor networks is to sense the environment and to
transmit the acquired information for further processing with secure time information [6].
Previous studies [2,3,22] have shown that the best way to provide security for sensor
networks is to consider security at the design stage. Time synchronization is vulnerable to
several cyber-physical attacks such as Sybil attacks, replay attacks, message manipulation
attacks, delay attacks, and Dos attacks [22]. These attacks that drop and transmit fake
synchronization messages into the network are called message manipulation attacks, and
according to the definition, replay attacks, delay attacks, and fault data injection attacks
can also be considered to be different types of message manipulation attacks. It has also
been observed that current protocols are not able to provide secure time synchronization.
Wang et al. stated that wireless sensor networks are vulnerable to potential attacks which
include Sybil attacks, wormhole attacks, replay attacks, pulse-delay attacks, silent attacks,
jamming attacks, and malicious reference attacks [3]. Furthermore, they analyzed that
security was not the top priority during the designing stage of the current protocols.
Therefore, it is suggested that security should be considered during the designing stage of
a protocol. There are many different threats to WSN security including a malicious outside
attacker with jamming and replay abilities that compromise nodes [2]. An attacker can
eavesdrop by inserting malicious nodes in the network which sends corrupt data to the
sink node, whereas an attacker with jamming and replay abilities can deploy a pulse-delay
attack which results in jamming a message, storing it, and replaying it later as required
by the attacker. An attacker can misguide the friendly nodes by compromising them with
an enemy node which creates ambiguity. However, all these threats can be avoided by
providing secure time synchronization.

4.2. Secure Time Synchronization Related Works

Recently, many studies have addressed security issues in sensor networks [5,10,56]
and have tried to provide solutions, however, it has been difficult to implement these
solutions with the existing time synchronization techniques because they require high
computational resources or provide low accuracy. Therefore, it proves that the existing
time synchronization techniques were not designed with security in mind which leaves
them vulnerable to many security attacks [6].

Ganeriwal et al. proposed a protocol for secure time synchronization which was
resilient to outside attackers and inside compromised node attacks [57]. However, the main
focus of the study was to detect the attack and abort the ongoing time synchronization
rather than to prevent the attacks by taking actions against them. In addition, the secure
technique proposed by [57] achieved the same accuracy as the TPSN during pairwise
synchronization; however, for multi-hop synchronization, its accuracy decreased. In [5], the
authors suggested a set of secure time synchronization protocols in which synchronization
was addressed against a pulse-delay attack. However, in these protocols, nodes must go
through a process of preloaded static key discovery which is performed through many
communication messages, increasing the communication cost of the network and making
them unsuitable for sensor networks.

Manzo et al. published a theoretical work in which they described three major time
synchronizing protocols: the RBS protocol, the TPSN, and the FTSP [58]. They outlined
the attacks on each protocol in WSNs and proposed techniques to mitigate these attacks.
However, compromise attacks were their main focus. After reviewing some of the current
time synchronization algorithms, some of the possible attacks such as eavesdropping,
pulse-delay attacks, and compromise attacks that could be performed on those algorithms,
were presented by [59]. To protect the network against an outsider, they used authentic
and cryptographic techniques.

Hu et al. proposed an attack-tolerant time synchronization protocol (ATSP), which is
more desirable for WSNs [56]. Although the ATSP is able to provide synchronization in a
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distributed manner across a network and can accurately detect attacks, there is still a clock
skew error. The above-mentioned studies show that it is important to consider security
during the design of a protocol; it is complex and difficult to provide secure time synchro-
nization to avoid cyber-physical attacks, if security is not considered in the designing stage.
Possibly, it would be easier to design a new secure protocol than to modify and secure
an existing protocol. In [10], the authors proposed a novel secure time synchronization
protocol for WSN models based on bilinear pairing functions. The proposed protocol was
applied to both heterogeneous and homogeneous WSN models. Moreover, in another
study [60], the authors used a graph theoretical approach and proposed a robust and secure
time synchronization protocol, named RTSP, against Sybil attacks.

Many contributions have been made to the literature on secure time synchronization
to provide security and to solve the privacy issues for routing. However, the existing time
synchronization approaches require increased computational resources for routing which
make it difficult to implement them for security purposes, especially in sensor networks.
Thus, all the current schemes for time synchronization have not considered security in their
designs which makes themselves vulnerable to security attacks [6]. Most of the efforts in
the literature review have been devoted to provide secure time synchronization with a
focus on updating and enhancing the existing protocols for WSNs by using authentication
and fault detection mechanisms [61].

5. Discussions for Future Work

The survey results have shown that almost all the current time synchronization pro-
tocols have synchronization errors, and those errors are exposed for some of the popular
protocols. The LTS protocol is not suitable to provide high precision because its accuracy is
reduced towards the depth of the tree, whereas the FTSP provides high precision and high
robustness against node failure and topology changes. However, the FTSP requires high
energy consumption and computational resources (which is limited for sensor nodes) as
it is not a software-based protocol. The RBS protocol involves a large number of message
exchanges to provide high precision which increases energy consumption, and therefore
costs. The TPSN achieves accuracy of ten microseconds which depends on the growth of
offset affected by the propagation time. Although a nondeterministic delay caused by prop-
agation is limited in these protocols compared to the precision that is achievable, in order
to meet specific precision every protocol needs to send and receive packets. Sending and
receiving packets consume most of the energy during network synchronization. The energy
consumption of a network can be reduced by reducing the number of packets exchanges.

For future work, these errors should be improved to achieve better results from these
protocols. The TPSN is a widely used protocol which can achieve high accuracy and energy
efficiency; however, its accuracy decreases due to a change in the tree structure because
of conflicts that occur during the communication of change messages which results in
delays, message loss, as well as increased energy consumption. For example, Nodes A and
B want to connect with Node C which is a common neighbor of Nodes A and B. Conflict
can occur while sending synchronization packets to Node C which is an important factor
that affects accuracy.

In Figure 13, Node A sends a synchronization packet to Node C to perform synchro-
nization. Normally, the TPSN assumes that delays between messages are small and can
be omitted as zero, and therefore, delay is calculated as follows while ignoring the errors
brought by clock bias represented by ∑1 and ∑2. T1, T2, T3, and T4 are timestamps.

d =
(T2 − T1) + (T4 − T3)

2
(15)
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However, when a conflict accrues delays over tens of seconds, it is not acceptable in a
wireless sensor network, and therefore, these errors need to be considered and cannot be
omitted. To calculate the exact delay of the message, we need to rewrite the above equation
in the following way:

d =
(T2 − T1) + (T4 − T3)− (∑ 1 + ∑ 2)

2
(16)

In the case of conflict, one node has to wait until the other node finishes synchroniza-
tion which causes delays and reduces accuracy. It is important to reduce conflicts in order
to achieve high accuracy and reduce energy consumption.

In addition, the performance of the TPSN depends on efficiency of hierarchical struc-
ture (Figure 14). However, in the TPSN, the authors have used simple flooding for level
discovery to reduce complexity and energy consumption. Thus, in the TPSN tree structure,
when the number of levels increases, the local clock offset difference also increases. The
TPSN tree is constructed in following way:

N(m) = n(E) + 2(n(T)− 1) = 2× n(T) + n(E)− 2 (17)

where N(m) is the number of total messages exchanged to provide synchronization, n(E) is
the number of elements in a set of parent nodes at a tree, and n(T) is the total number of
nodes in a tree. Since the TPSN synchronizes using two message exchanges, it requires as
many transmissions as there are nodes in the network. The energy consumption of WSNs
depends on these transmissions. To make sure we do not miss any communication messages
and to minimize complexity, it is necessary to avoid conflicts during communication
messages, and nodes can be organized inside a cluster hierarchy. The benefit of using
clustering is that it reduces the depth of the tree which results in improved battery life
of sensors and improved network lifetime by reducing energy consumption by reducing
synchronization message overhead and scheduling activities. In addition, level discovery is
performed only once in the TPSN, and therefore, if one of the nodes dies, all the child nodes
of the dead node will fail. One of the possible solutions to avoid is that, whenever some
critical nodes request tree reconstruction, a level discovery should be performed again. In
this way, some nodes which have low energy levels will not participate in the parent node
election during level discovery. Any of the above suggested improvements in the TPSN
will increase the accuracy of the TPSN and will reduce energy consumption. In addition,
the TPSN would be able to handle topology changes more efficiently and in better way
than before.
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Time synchronization plays an irreplaceable role in the development of a WSN, and
therefore, it important to have a secure time synchronization protocol which also provides
high accuracy and energy consumption efficiency. The RBS protocol provides high accuracy
by removing the uncertainty of sender’s delay from the critical path by using broadcast
messages from a reference node. All other nodes receive these broadcast messages and use
them as a reference point to compare their times with neighbor nodes and to change their
clocks accordingly. Eliminating sender’s uncertainty that comes from transmission and
receiving times helps the RBS protocol achieve higher accuracy compared to bidirectional
information exchange protocols. However, the most significant drawback of the RBS
protocol is the high number of message exchanges which results in high computational
complexity, network traffic overhead, and high energy consumption, which are not suitable
for the limited battery power of sensors. To gain synchronization in the RBS protocol, a
reference node sends a synchronization message to all the slave nodes. Two nodes (as
previously shown in Figure 10), Nodes A and B, are in the communication range of Node
R, and they will receive the message. The receiving times of messages are recorded as Ta
on Node A and as Tb on Node B. Nodes A and B exchange this timing information with
each other and Node B calculates the timing difference to Node A and records it by using d
as follows:

d = Ta − Tb (18)

after that, Node B can adjust its time to synchronize with Node A using d as follows:

Tb = Ta − d (19)

The information gained is enough to continue a local time scale. By doing this, it
eliminates the send time and access time from the critical path. However, the number of
messages exchanged will be large when synchronizing, depending on the number of nodes
in the network. It is important to reduce the number of message exchanges in order to
make it suitable for WSNs. One possible solution is to use clustering which can ensure
synchronization accuracy by reducing communication overhead and information exchange
messages. The network can be divided into clusters as shown below in Figure 15.
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A broadcast message is sent out from the base station to cluster heads to achieve
synchronization between them. After achieving synchronization between the base station
and cluster heads, cluster heads send a broadcast message to intra-node clusters in order
to synchronize nodes within the cluster. When deciding the cluster head, it is important
to consider the energy level of the node, and the distance between cluster head nodes
and intra-node clusters. Firstly, a bidirectional synchronization principal can be used to
synchronize the base station and cluster heads to estimate clock skew and transmission
time. After adjusting their own clock according to the two parameters, cluster heads send
broadcast messages to all the intra-node clusters which will be used as a reference point by
the intra-node clusters in order to achieve synchronization within the clusters by using the
RBS mechanism. In this way, in order to achieve synchronization, a node has to exchange
information only with the nodes in the same cluster instead of exchanging information
with all the nodes in the network. This process eliminates a large number of information
message exchanges and provides high accuracy with efficient energy consumption.

The FTSP is widely known for its high precision and robustness against node and
topology failures. The FTSP runs periodic flooding synchronization messages to achieve
robustness and implicit topology updates. MAC layer timestamps are used to achieve
high precision, whereas sources of delays and uncertainties are eliminated by providing
mitigation techniques for them. All these functions provide high accuracy by keeping the
error within one microsecond and achieve better robustness than the the TPSN and the RBS
protocol; however, these processes consume a large amount of energy, whereas energy is
very limited in sensors. One possible solution for this is to reduce the overhead of synchro-
nization messages by not transmitting the rooID and seqNum in synchronization messages,
since they are the same as those transmitted before for the first-time synchronization. This
would reduce the bandwidth usage and energy consumption. By eliminating these errors in
these protocols, a secure time synchronization protocol with low overhead can be proposed
which will be able to maintain high accuracy while reducing energy consumption.

In the era of Industry 4.0, Internet of Things (IoT) devices are growing rapidly. Industry
4.0 is related to the increasing digitization and linkage of products and value chains. People
and devices are all connected globally in Industry 4.0 [62]. Industry 4.0 also extends to
the healthcare domain, named Healthcare 4.0, to assist doctors and patients [63]. There is
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a need for time synchronization between industry IoT devices or healthcare devices and
applications to improve communication and resource availability and to appropriately
allocate resources [64]. The issues associated with secure time synchronization should be
addressed via authentication and encryption, suspicious packet removal, and the design
of new secure time synchronization protocols [65]. Some researchers have proposed
a time synchronization scheme based on the NTP, trust management, and blockchain
techniques [66]. Blockchain techniques have been used to record time synchronization
requests and responses, and the experimental results have illustrated that the proposed
approach could achieve security goals.

Time synchronization plays a crucial role in Industry 4.0 and Healthcare 4.0, and
secure time synchronization is an essential component. For Industry 4.0 or Healthcare 4.0
applications, the deployment of secure time synchronization should guarantee high, precise
time synchronization to satisfy the real-time communication needs of the applications. In
addition, it should prevent attacks and keep communication safe. A very promising
approach is to integrate time synchronization with blockchain techniques.

Based on the survey results, we answer RQ1 in Section 3 by conducting a detailed
analysis of the time synchronization protocols. For RQ2, we answer it in Section 4, and we
answer RQ3 in Section 5. The future of secure time synchronization should be developed
with blockchain techniques for Industry 4.0 and Healthcare 4.0.

6. Conclusions

Problems associated with time synchronization are not new. In the past, many time
synchronization protocols have been proposed, and some of the popular protocols are
discussed in this paper. Promising applications of wireless sensor networks are emerging
and increasing demand for their use have made it vital to have an error-free and secure
time synchronization protocol. However, almost all the current time synchronization
protocols have time synchronization errors. To conclude, we have analyzed the current
time synchronization protocols and methods for providing secure time synchronization. In
addition, we emphasize the importance of secure time synchronization in Industry 4.0 and
Healthcare 4.0. The integration of secure time synchronization with blockchain techniques
is a promising future research direction. This survey may help researchers in the wired and
wireless sensor network community to better understand time synchronization and secure
time synchronization.
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