

  applsci-13-03843




applsci-13-03843







Appl. Sci. 2023, 13(6), 3843; doi:10.3390/app13063843




Article



An Empirical Analysis of State-of-Art Classification Models in an IT Incident Severity Prediction Framework



Salman Ahmed 1,*,†[image: Orcid], Muskaan Singh 1,†, Brendan Doherty 2,†, Effirul Ramlan 3,†[image: Orcid], Kathryn Harkin 2,†, Magda Bucholc 1,†[image: Orcid] and Damien Coyle 1,4,*[image: Orcid]





1



Intelligent Systems Research Centre, Ulster University, Northland Rd, Londonderry BT48 7JL, UK






2



Data and Intelligent Systems, Allstate NI, Belfast BT1 3PH, UK






3



School of Computer Science, University of Galway, University Road, H91 TK33 Galway, Ireland






4



Institute for the Augmented Human, University of Bath, Bath BA2 7AY, UK









*



Correspondence: ahmed-s17@ulster.ac.uk (S.A.); dh.coyle@ulster.ac.uk (D.C.)






†



These authors contributed equally to this work.









Academic Editor: Emilio Soria-Olivas



Received: 10 January 2023 / Revised: 11 February 2023 / Accepted: 15 February 2023 / Published: 17 March 2023



Abstract

:

Large-scale companies across various sectors maintain substantial IT infrastructure to support their operations and provide quality services for their customers and employees. These IT operations are managed by teams who deal directly with incident reports (i.e., those generated automatically through autonomous systems or human operators). (1) Background: Early identification of major incidents can provide a significant advantage for reducing the disruption to normal business operations, especially for preventing catastrophic disruptions, such as a complete system shutdown. (2) Methods: This study conducted an empirical analysis of eleven (11) state-of-the-art models to predict the severity of these incidents using an industry-led use-case composed of 500,000 records collected over one year. (3) Results: The datasets were generated from three stakeholders (i.e., agency, customer, and employee). Separately, the bidirectional encoder representations from transformers (BERT), the robustly optimized BERT pre-training approach (RoBERTa), the enhanced representation through knowledge integration (ERNIE 2.0), and the extreme gradient boosting (XGBoost) methods performed the best for the agency records (93% AUC), while the convolutional neural network (CNN) was the best model for the rest (employee records at 95% AUC and customer records at 74% AUC, respectively). The average prediction horizon was approximately 150 min, which was significant for real-time deployment. (4) Conclusions: The study provided a comprehensive analysis that supported the deployment of artificial intelligence for IT operations (AIOps), specifically for incident management within large-scale organizations.
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1. Introduction


In the ISO 20000, the IT incident outage is defined as “Any incident that is not part of the standard operation of the service interferes or reduces the quality of the service” [1]. Reducing risk and uncertainty of all types and sizes (both internally and externally) is vital in determining the success of any large business. For example, major incidents associated with network outages have significantly impacted all aspects of the businesses, including employee productivity and customer satisfaction. The report (https://blogs.gartner.com/andrew-lerner/2014/07/16/the-cost-of-downtime, accessed on 30 August 2022) indicated that in the US, the effects of major incidents have cost approximately $36,326/h, and the mean downstream cost to businesses have cost an additional $105,302/h. Unfortunately, approximately 12 billion incident reports are generated daily, specifically for IT infrastructure issues, and these have been disruptive to large businesses [2]. Overall, these incidents can easily lead to high operational costs and, eventually, impact an organization’s reputation for handling major issues, which can have a knock-on effect on the overall success of the organization [3]. These problems indicate the growing importance of early major incident detection [4]. The early detection of potential major incidents may increase the meantime of identifying major incidents, which could reduce the resolution times and decrease the adverse impacts on IT business operations [3].



An example of a typical IT incident management system is presented in Figure 1.



In a typical manual process, the IT service desk is entirely responsible for managing major incidents, from the identification until the resolution and closure [5]. Due to its manual aspect, human errors directly impact the efficiency of the operation (e.g., wrongly assigned tickets resulting in more time to process and probable waste of resources) [6]. In addition, if too many incidents arise and a priority queue is activated, the severity assignment becomes critical, as wrongly prioritized incidents further increase the complexity of the problem. Ref. [7] identified that companies with a well-managed incident management system had managed to minimize their productivity losses and maintain their service quality. Therefore, incident prioritization was essential to determine the impact of such outages. Similarly, the ability to predict major incidents from the initial incident reports could provide a significant advantage in reducing disruptions and preventing actual outages from occurring. However, this is not a straightforward process, and there are some issues to address:




	
Multi-modal Unstructured Data: Incident reports often contain text and numerical information.



	
Mixing Data: Incident reports with similar content could be linked to a significant outage or only a minor problem.



	
Imbalanced Data: Many incident reports are often related to minor incidents, rather than major incidents.








1.1. Scope and Problem Definition


The incident management process begins as soon as incident ticket logs have been generated. Most of the time, these outages resolve at the organizational level (depending on the system’s availability) or via the system’s components (specific system segments issue an alert). Based on the severity of the issue, the tickets are then forwarded to the relevant subject matter experts. However, the IT service management (ITSM) process is still manual, which results in inaccuracies and financial losses (e.g., backlogs due to miss-assignment of severity, high disc-memory usage, time consumption for root-cause analysis). AIOPS addressed problems by classifying outages and responding appropriately to the situation. AI was employed to do this. AIOPS real-world difficulties and threats were reflected in the statistics from the IT outage incidents. This information was kept private. It operated optimally with a three-tier architecture that incorporated system, data, and management tools.




1.2. Contributions


In this paper, we have provided a framework for proactive incident risk prediction. This framework describes a learning value to the company, prevents and mitigates risk, and optimizes resources with improved customer service and satisfaction.



	
We proposed a novel framework for automating the prediction of major incidents to mitigate risks associated with the escalation of incidents. We aimed to transform reactive major incident management to proactive, within IT infrastructure.



	
We presented different possible solutions to handle the imbalances in the major incident report (MIR) and non-major incident report (NMIR) records in the dataset.



	
We then conducted a comparative analysis of state-of-art classification models designed to predict major IT incidents.






The organization’s primary aim should govern IT risk management [8]. Risk mitigation should include immediate responses, appropriate improvements, and continual risk monitoring [9]. Given the widespread usage of AI in numerous business sectors, our working hypothesis was that IT incident management should be automated. We provided an automated service management system based on cutting-edge AI models, such as machine learning (ML) and deep learning (DL). Large organizations can use this approach to enable early event detection and prioritization.



The rest of the paper is organized as follows: Section 2 provides the literature review, Section 3 describes the data, followed by Section 4, which proposes a novel framework for incident risk prediction with the state-of-the-art classification method description. Section 5 describes the experimental setup, and Section 6 provides the results and analysis. Finally, Section 7 discusses the research. A conclusion is provided in Section 8.





2. Background


There has been limited implementation of ML techniques that are specific to IT incident classification. A summary of recent studies is listed in Table 1. From our observation, among the prominent works adopting conventional ML classifiers for IT incidents, support vector machine (SVM) has been the most popular (22 studies), followed by naive Bayes (NB) with 13 studies, decision tree (DT) with 10 studies, k-nearest neighbor (KNN) with 5 studies, logistic regression (LR) with 4 studies, and lastly, only 2 studies implementing random forest (RF). Large-scale organizations opted for the simplicity of these conventional ML models due to their limited resources in terms of organizational structures and computing facilities. For example, SVM was preferred simply because the algorithm is less computationally demanding and, thus, significantly reduces the cost of the solution.



In addition, there has been a lackluster interest in adopting DL network models for IT incident classification, which is a stark contrast to the popularity of these models in most other industries. One potential problem has been the implementation complexity, particularly the interpretive ability of the algorithms and the computational resources demanded when training DL models. There have been very few implementations of DL available in the literature, and only [10,11] using long short-term memory networks (LSTM) [12] and convolutional neural networks (CNN) [13] were noted. As expected, the implementation of a more advanced method (e.g., deep transfer learning transformers such as bidirectional encoder representations from transformers (BERT) [14], robustly optimized BERT (RoBERTa) [15], and enhanced representation through knowledge integration (ERNIE 2.0) [16]) was even rarer. We found a single study by [17] that adopted BERT in their IT incidents risk prediction model. Independent of the underlying algorithms, most DL models require a precise set of parameters that have been tailored to the problem. These parameters are frequently static and often hard-coded into the models. As such, updating and maintaining these solutions is complicated and requires a dedicated team [18]. More advanced DL models have been synonymous with black boxes, which are relatively complex to interpret. Due to this high level of abstraction, many firms may be reluctant to trust the output generated from DL models, which could result in the failure of automation initiatives.



Understanding the semantics of IT incidents is essential for building the overall context of the corpus. The incidents in their raw form contain quality and usability constraints that must be removed using natural language processing (NLP) and preprocessing approaches [19]. Critically, when considering the imbalanced distribution often associated with real-time datasets, researchers have overlooked critical features when developing their corpus. We examined the existing NLP preprocessing pipelines and observed some interesting challenges, including the implementation of lemmatization and stemming strategies during the preprocessing phase. Previous analyses have revealed that language modeling techniques have produced better results for lemmatization than for stemming for document retrieval when precision was the performance metric. Another study by [17] addressed the issue of identifying the right textual features for a large corpus using a tailored preprocessing pipeline. However, the pipeline was not generic and required substantial changes, based on the specific attributes of the datasets, to function. Despite the complexity of context understanding, NLP techniques have been developed for feature extraction (as listed in Table 1) to capture the maximum attributes of a given corpus.



In terms of the specific feature-engineering techniques, the term frequency-inverse document frequency (TF-IDF) [20] has been the most preferred (12 implementations for incident severity prediction studies were found). TFIDF has been preferred because TF-IDF vectorization determines the TF-IDF score for each word in the corpus and assigns that information to a vector. As a result, each document in the corpus had its own vector, and the vector had a TF-IDF score assigned to every word that appeared anywhere in the collection of documents at any time. The vector detected whether or not two texts were comparable by comparing their TF-IDF vectors using a cosine similarity metric. TF-IDF provides a simple way to calculate the association between features and their importance within a text. It is memory and operationally efficient, which contributes to its popularity. Another popular approach has been the count vectorizer, a traditional feature extraction method based on the bag-of-words approach [21]. As compared to TF-IDF, count vectorizer was more computationally intensive and often unable to identify important keywords [22]. Despite the popularity of both methods, there have been clear limitations, especially when handling large-scale, unstructured, and imbalanced datasets commonly found in IT incident reporting.



Conventional ML vectorizers have a limited vocabulary, which is insufficient for large datasets. As indicated in [21], conventional vectorizers were ineffective in handling real-world ITSM data because they could not be upgraded. The vocabulary of traditional ML approaches was fixed and unable to adapt to upcoming real-time tickets. Most conventional vectorizers are also costly due to the cardinality review that must be performed exhaustively for each word. These weaknesses have been addressed by adopting a more advanced feature extraction method offered by state-of-the-art models, such as BERT, RoBERTa, and ERNIE 2.0. These Transformer models can avoid repetition, providing positional embeddings and learning relationships between words. For example, ref. [17] presented results showing transformer-based feature extractors outperformed conventional vectorizers.



The survey presented here revealed that in terms of performance when using accuracy as a metric, conventional ML models performed much better than the more advanced DL models. For example, [10], in their analysis using an open IT support ticket dataset, showed that NB outperformed the more advanced LSTM model (74% to 69% accuracy, respectively). Moreover, ref. [12] demonstrated a gradient boosting (GB) model that slightly outperformed a CNN model by 3% with an accuracy score of 95%–92% for automating the Information Technology Infrastructure Library (ITIL) dataset. On the contrary, we found this was not reflective of the true potential of these advanced DL models. There have been noteworthy issues in their implementations, such as insufficient training due to limited infrastructure (most advanced DL methods require extensive training to facilitate learning [23]), lack of understanding of the DL architecture (difficult to identify the bias of the model), lack of hyperparameter optimization (which is time-consuming and requires extensive memory utilization), and lack of validation for performance evaluation.



In this literature survey, we recognized that an updated comparative analysis of ML algorithms and state-of-the-art DL approaches, including transformer architectures for incident prediction, was required, as the vocabulary handled by ML classifiers is limited, making ML insufficient when learning from larger datasets that are complex (mixed and unstructured) and imbalanced. Therefore, we present a comprehensive analysis in this paper, focused on first-time transformer models. We hypothesized that the transformer model could significantly improve performance metrics due to its attention mechanism and its ability to handle larger vocabulary sizes.
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Table 1. Existing implementations of automated IT incident prediction utilizing AI models.






Table 1. Existing implementations of automated IT incident prediction utilizing AI models.





	Data
	Pre-Processing
	Feature Engineering
	Techniques
	Ref





	Open-source data of Endava helpdesk operators
	anonymization, lowercasing, lemmatizing, stemming, noise removal
	No
	CNN, RF, GB, average and stack ensemble
	[24]



	ITIL CHM department
	removing stop words, punctuation, turning to lowercase, stemming
	linguistic Features
	TF-IDF and KNN, decision tree, NB, LR, SVM, QUICKSUCCESS
	[25]



	Fast-food restaurant chain
	DateTime column named closed ticket transform from string to DateTime format.
	feature extraction was performed based on daily data. Irrelevant features were removed. The feature was selected based on probability theory.
	NB, LR, and gradient boosting decision tree model
	[26]



	IT department from a big multinational company
	tokenization, stop word and digits removal, word stemming, and part-of-speech filtering by selecting only open grammatical classes
	word count per solution category against text data.
	TF-IDF and multinomial naive Bayes SVM, KNN, decision tree, and logistic regression
	[27]



	IBM Tivoli monitoring system
	No
	No
	HMDB and ICTR model
	[28]



	German Jordanian University.
	remove HTML tags and special characters
	TF-IDF feature vectorization
	SVM, NB, rule-based, and decision tree
	[29]



	IT infrastructural incident data
	remove stop words, special characters, date and time, phone number, and email address
	Chi-squared was used to select important features using TFIDF vectorizer. Top 1000 important feature selected.
	NB, SVM, and Ada SVM
	[30]



	IBM CMDB dataset
	keywords and their annotations as classification features
	Selecting top Configuration Item records from CMDB to prevent complexity. TF-IDF was used to give importance
	SVM
	[31]



	Incident issue tracking system of Istanbul Technical University data
	purifying of tickets from HTML and numerical expression tags was carried out
	Bag of words using TF-IDF
	decision trees, SVM, KNN, and NB
	[32]



	Confidential data of IT Company
	tokenization, stop words removal, and stemming
	part of speech tagging was performed to filter out vocabulary
	SVM
	[19]



	Real-world incident ticket data
	tokenization, stop words removal and stemming
	TFIDF
	SVM
	[33]



	Real-world IT infrastructure service desk ticket data
	remove stop words, special character, date and time, phone number, and email address
	TF-IDF
	LR, K-NN, MNB and SVM
	[34]



	Organization ticket data
	lemmatization, POS tagging
	TFIDF with Jaccard coefficient filtration
	k-means clustering, Jaccard distance, and cosine distance
	[35]



	UCI ML repository
	No
	embedding
	relational graph convolutional networks
	[36]



	Case study data
	No
	TFIDF
	SVM using RBF kernel and XGBoost
	[37]



	IBM real-time dataset
	HTML tag removal, Unicode inconsistencies, header/footer/entities replacement
	semantic role sampling
	BERT
	[17]



	Telco trouble ticket dataset
	remove punctuation and stop words
	TFIDF
	random forest, DL, gradient boosting, XGBoost, and extremely randomized trees classifiers
	[38]



	Service Now dataset in IT help desk and ticketing
	remove punctuation and stop words
	Doc2vec using ServiceNow ticketing system
	logistic regression
	[18]



	Tickets dataset of service level agreement
	remove punctuation and stop words, URL.
	Count Vectorizer
	decision trees, SVM, KNN and NB
	[39]









3. Dataset Description


For this study, we used a dataset from a large multinational company comprising 500,000 total records. The dataset comprised real-time IT incidents collected from January 2020 to March 2021. These incidents were recorded by the organization’s three main stakeholders (agencies, employees, and customers). The reported incidents were classified either as major incident reports (MIR) or non-major incident reports (NMIR). Examples of the incident reports are provided below:




	
MIR: “Why am I unable to print from any application? All staff is unable to print. No error message.”



	
Non-MIR: “How do I update Java? Outlook web version running slow.”








An MIR was an incident report that had been escalated to major status or had a direct link to major incidents identified by the IT team. Conversely, NMIR was a regular incident with less impact on the operation. The class of each incident was labeled retrospectively after processing. The dataset is structured as:





   A g e n c y _ r e c o r d s = ∑ A g e n c y  (  MIR , NMIR  )  ,   













   E m p l o y e e _ r e c o r d s = ∑ E m p l o y e e  (  MIR , NMIR  )  ,   













   C u s t o m e r _ r e c o r d s = ∑ C u s t o m e r  (  MIR , NMIR  )    











The distribution of the datasets is depicted in Figure 2. The Agency_records contained 493,503 incidents, out of which 15,257 were MIR and 478,246 were NMIR records. The Employee_records contained 245,696 incidents with 3779 MIR and 241,917 NMIR values. The Customer_records had 217,540 incidents with 173 as MIR and 217,367 as NMIR. As observed, the datasets were significantly imbalanced and skewed heavily in favor of NMIR incidents.



Specific to this study, we only used the Description, Short description (incident details), and the Status (labels MIR or NMIR) within the available datasets columns. In addition, we utilized the MIR opened at (MOA) and Incident opened at (IOA) columns for estimating the prediction horizon (i.e., time advantage that could be realized by investigating the cause of an incident potentially related to a major outage). A sample of the dataset is described in Table 2. To address the imbalanced class issue in our dataset, we curated new datasets using a custom data-augmentation approach [40]. We added the actual MIR records from the other stakeholders’ datasets to each stakeholder dataset. This enriched each dataset while preventing additional extraneous information in the vocabulary. Data augmentation was intended to increase the occurrences of the MIR classified incidents that were severely lacking in the original dataset. The dataset composition was, as follows:





   A g e n c y _ r e s a m p l e d = ∑ A g e n c y _ r e c o r d s + ∑ E m p l o y e e ( MIR ) + ∑ C u s t o m e r ( MIR ) ,   













   E m p l o y e e _ r e s a m p l e d = ∑ E m p l o y e e _ r e c o r d s + ∑ A g e n c y ( MIR ) + ∑ C u s t o m e r ( MIR ) ,   













   C u s t o m e r _ r e s a m p l e d = ∑ C u s t o m e r _ r e c o r d s + ∑ E m p l o y e e ( MIR ) + ∑ A g e n c y ( MIR )   











We also concatenated all the records to increase the number of MIR records, as follows:





   C o m b i n e _ A l l = ∑  ( A g e n c y _ r e c o r d s + E m p l o y e e _ r e c o r d s + C u s t o m e r _ r e c o r d s )    











We also performed up-sampling using the synthetic minority oversampling technique (SMOTE) [41]. We used SMOTE for oversampling because it generated synthetic data points that were different from the actual points instead of duplicating records with no extra information and increasing vector size. Using SMOTE, we generated three sampled subsets:





   A g e n c y _ s m o t e = ∑ S M O T E ( A g e n c y  (  MIR , NMIR  )  ) ,   













   E m p l o y e e _ s m o t e = ∑ S M O T E ( E m p l o y e e  (  MIR , NMIR  )  ) ,   













   C u s t o m e r _ s m o t e = ∑ S M O T E ( C u s t o m e r  (  MIR , NMIR  )  )   











Our literature survey indicated that most of the reported studies did not use resampling, which may have resulted in sub-optimal learning [19,29,37]. We hypothesized that by increasing the minority class (i.e., in the highly imbalanced situations observed in our dataset), we could improve the feature extraction of the minority class (in this case, MIR classified reports), which would lead to a higher accuracy. By performing SMOTE, we managed to increase occurrences of the minority class (MIR) records. For Agency_smote, we generated 462,989 MIR records, which were added to the existing 478,246 NMIR records. For Employee_smote, we generated 238,138 MIR records, which were added to the existing 241,917 NMIR records. For Customer_smote, we generated 217,194 MIR records, which were added to the existing 217,367 NMIR records.




4. Proposed Framework


Currently, there is a gap in the literature concerning the performance evaluation of AI algorithms in this domain. In this study, we proposed a comprehensive framework that compared various ML and DL approaches, specifically for IT incident prediction, using our proprietary industry-level data. We developed a computational pipeline that began with preprocessing, followed by feature extraction, training, and evaluation (a detailed description of the pipeline is presented in Section 5.1) and shown in Figure 3.



Our comparative pipeline is shown in Figure 4. The first phase of the pipeline was data preparation. As discussed earlier in Section 3, we had performed data augmentation and synthetic resampling on our original dataset. These datasets were split (70% for training and 30% for testing). Using the training data, we had performed supervised training using all 11 classifiers. Specific to the DL-based classifiers, we allocated 20% of our training dataset for training validation using the default Keras model’s fit function. The training phase was performed for 10 epochs with binary_crossentropy as the loss function and AUC as the performance metric. We selected AUC as a metric to prevent over-fitting due to the imbalanced characteristics of our dataset. Finally, the models were tested with the test data (30% of the dataset). Similarly, the AUC score was determined to evaluate the performance of all 11 classifiers.



An essential element of the prediction framework was the utilization of various state-of-the-art classifiers. In this work, we categorized these classifiers as (1) conventional ML methods, including NB, SVM, gradient boosting (GB), extreme gradient boosting (XGBoost), and categorical boosting (CatBoost); (2) DL-based approaches, including gated recurrent unit (GRU), CNN, and Bi-LSTM; and lastly, (3) transformers, including BERT, robustly optimized BERT (RoBERTa), and enhanced representation through knowledge integration (ERNIE 2.0). A brief description of each classifier is provided below.



	
NB [42]: Naive Bayes classifier is based on Bayes theorem and is one of the popular ML algorithms for classification. NB is a simple probabilistic model that assumes that each feature or variable of the same class makes an independent and equal contribution to the outcome. Our dataset was divided into a feature matrix and a target vector. The feature matrix (X) contained all the vectors (rows) of the dataset, in which each vector consisted of the value of dependent features. We assumed that the number of features were d,   X = (  x 1  ,  x 2  ,  x 3  , … ,  x d  )   while the target vector (y) contained the value of the class variable for each row, according to its feature matrix. The feature matrix (X) was the incident description reported in the database system. The target (y) value would either be MIR or NMIR. In this instance,   P ( y | X )   was the probability of the class y (for MIR or NMIR), according to the incident description (X). The maximum probability function provided the classification label, either MIR or NMIR.



	
GB [43]: Gradient boosting classifier is an approach developed to train a weak hypothesis iteratively to arrive at a better hypothesis. Gradient boosting combines the previous model with the next generated model to minimize the prediction error. It minimizes the loss function iteratively, starting with a negative gradient, i.e., a weak hypothesis. In this work, we performed a binary classification (MIR or NMIR) using the description column of the incident. The algorithm began with one leaf node that predicted the initial value for each description of the incident. Next, the algorithm used the   l o g ( o d d s )   of the target value, yielding an average survival value assigned to our initial leaf node. If the probability of surviving exceeded   0.5  , we first classified every sample in the training dataset as MIR. (Note: where   0.5   was a common threshold value associated with binary classification decision based on probability).



	
XGBoost [44]: Extreme gradient boosting is an optimized GB technique that provides efficient, flexible, and portable tree model results. It offers parallel tree boosting that provides solutions quickly and accurately. XGBoost is efficient for open-source implementation and significantly distributed environments, such as Hadoop, Sun Grid Engine (SGE), and Message Passing Interface (MPI). It predicts the residual or error of prior models to obtain its final predictions. The gradient descent algorithm minimizes loss when adding new models. We trained the model with 500 trees and a depth (max_depth) of 1 (for the root node). As compared to other available boosting techniques, e.g., GB, XGBoost was fast, memory efficient, and highly accurate [45].



	
Catboost [46]: Category and boosting adopts minimal variance sampling, a type of stochastic gradient boosting with weighted sampling. In this instance, the weighted sampling occurred at the tree level and not the split level. It grows as a balanced tree; the split score minimizes the loss and maximizes the accuracy score. Changing policy parameters (with a penalty function at level nodes) is also possible. In contrast to a traditional approach, this study addressed the MIR and NMIR classification problems. We trained the model with 400 trees and a depth (max_depth) of 1 (root node only). As compared to the XGBoost, Catboost was twice as fast with better accuracy [47].



	
SVM [48]: Support vector machines utilize associated learning to analyze data for classification. Based on the descriptions of known incidents, SVM built a model that assigned MIR or NMIR labels to new incidents. The algorithm considered all incident descriptions and mapped them to a space that maximized the distance between the two classes. In the context of this study, we had a training dataset of incident descriptions labeled “0” for MIR and “1” for NMIR,    (  x 1  ,  y 1  )  …  (  x n  ,  y n  )    where   y i   is either 0 or 1, each denoting to a point   x i  , where each   x i   is a p-dimensional real vector. We were interested in the maximum-margin hyperplane that divided the group of points   x i  , for which    y i  = 0   from the group of points for which    y i  = 1  , which was defined so that the distance between the hyperplane and the nearest point   x i   from either group was maximized. Any hyperplane could be written as the set of points x, satisfying     w  T  x − b = 0  , where w was the (not necessarily normalized) normal vector to the hyperplane. This was similar to Hesse’s normal form, except that w was not necessarily a unit vector. The parameter    b  ∥ w ∥     determined the offset of the hyperplane from the origin along the normal vector W.



	
Bi-LSTM [49]: Bi-directional long short-term memory is an improved version of the LSTM model (a variant of the recursive DL architecture) that can process data in both forward and backward directions. Bi-LSTM helps map models that allow for sequential dependencies in words and phrases. For our framework, Bi-LSTM assisted in training MIR and NMIR sequences by preserving this information using two independent RNN cells that stored the iterative states for a longer time. Bi-LSTM contained the IT incident input   (  X t  )   concatenated with hidden state   (  h t  − 1 )  , which was further forwarded to three gates (Forget, Input, and Output). The Input gate has an embedded gate known as an Update. The Update gate memorized the past and present sentence sequence. The value from the update gate multiplied the cell state   (  C t  − 1 )  , resulting in the hidden state or unit   (  h t  )  . Our Bi-LSTM architecture comprised five layers: one embedding layer with a size of 300, one bi-directional layer with 280 LSTM neurons, two dropout layers, and one classification layer (dense layer). The total number of trainable parameters for the model was 23,346,401.



	
CNN [50]: Convolutional neural network is synonymous with image classification, but recently, it has significantly contributed to NLP. CNN is used to extract high-level feature functions from n-gram. For example, ref. [51] developed a word-embedding matrix layer that memorized the weights during the network training phase. We used our framework’s input labels (MIR or NMIR) as tokens to map to the word-embedding matrix. In this mapping, every convolutional filter mapped to each window of the embedding layer. In CNN, matrix reduction reduced the dimension of the matrix to a constant length. We executed the matrix reduction on every possible window. Each reduced matrix was the input for the fully connected layer. In the next layer, we used the activation function to create a single dimension input of features per tensor output; The global max pooling layer with 256 batch sizes and 23,027,144 trainable parameters were used. In the final layer, we applied the Softmax activation function to translate the real-probability values into MIR or NMIR labels.



	
GRU [52]: Gated recurrent unit is an RNN DL variant that retains information for a longer time and improves the computing speed. GRU consists of two neural gates (Update and Reset gates) for updating the previous cell state and discarding the irrelevant state. For this purpose, we provided MIR or NMIR values as input   X t  , which concatenated with hidden states   H  t − 1    and moved to the Update gate. In the final phase, we used the Sigmoid activation function to maintain an output within the range of (0,1), resulting in an MIR or NMIR value. The architecture comprised 5 layers, containing one embedding layer with a size of 300 vectors, one GRU layer with 140 neurons, and one dense layer with a sigmoid activation function. The model had a total of 23,037,981 trainable parameters.



	
BERT [14]: Bidirectional encoder representations from transformers consists of several encoder transformers within a pool of pre-trained models. BERT follows the bidirectional orientation of learning information from a sequence of words from left to right and right to left. Each encoder encapsulates two sub-layers: a self-attention layer and a feed-forward layer. We have employed a trained BERT architecture contain 12 layers of the encoder, 12 attention heads, 768 hidden sizes, and 110M trainable parameters. It was pre-trained on 800M unlabeled data extracted from BooksCorpus and 2500 M words from Wikipedia, and then, it was transferred to the incident prediction problem. We performed an additional preprocessing step for our dataset using the BERTtokenizer. It tokenized and reformatted the sequence of tokens by adding CLS (a classification token indicating the start of a sequence) and SEP tokens (appended to the end of the sequence). The length of our incident description token was less than 512 tokens; therefore, we utilized padding (PAD) to fill the unused token slots (further details below). Our BERT model output an embedding vector of 768 in each of the tokens and had 340M trainable parameters.



	
ERNIE 2.0 [16]: Enhanced Representation through knowledge Integration (ERNIE) is a pre-trained framework that performs the training of new sequences with historically trained tasks. For text classification, ERNIE 2.0 has outperformed BERT with highly accurate results [16]. ERNIE 2.0 captures the contextual information with a series of shared text encoding layers, customized with recurrent neural networks or deep transformers with a stacked self-attention layer. Its multi-task learning encodes lexical, syntactic, and semantic information across tasks. When a new task arrives, this framework can incrementally train the distributed representations without forgetting the previously trained parameters. In our framework, we used 12 layers, 12 self-attention heads, and 768 dimensions in the hidden layer, resulting in 94M trainable parameters.



	
RoBERTa [15]: Robustly optimized BERT emphasizes data being used for pre-training and the number of passes for training. The RoBERTa architecture was proposed to overcome the drawback of the original BERT model by increasing batch size from 256 to 8k, providing better speed for performance metrics [15]. We used a pre-trained transformer with built-in (vocab) 160GB in size for RoBERTa to conserve our computational resources. It reduced the perplexity of the masked language model by providing the provision to train with larger batches and longer sequences. It also provided the dynamic masking pattern over the training data during data preprocessing. In our framework, we implemented a large RoBERTa model with 12 encoder layers, 12 attention heads, and 768 dimensions in the hidden layer, resulting in 110M trainable parameters.






Finally, if an incident was classified as NMIR, it was assigned to the normal priority queue. If an incident was classified as MIR, it was directed to the high-priority queue and assigned immediately to the incident processing acceleration teams in order to resolve the issue as soon as possible.




5. Experimental Setup


We conducted the empirical analysis using the state-of-art for the proposed IT incident prediction framework. We evaluate our generated results with the off-the-shelf models described in Section 4. We performed preprocessing, as described in Section 5.1, and an analysis of the tokenizers, as described in Section 5.2. We reported our training in Section 5.3 and validation in Section 5.4.



5.1. Pre-Processing


Data preparation is critical in any text classification task. For this study, the incident descriptions in our datasets were highly unstructured with no specific formatting (i.e., entirely dependent on the user’s view). Therefore, we developed a preprocessing pipeline to standardize the input text and remove unnecessary noise. We started with the noise entity removal for HTML tags, stop words, punctuation, white-spaces, and URLs. Next, we normalized the data using the standard NLTK toolkit [53]. During the normalization, we performed tokenization, lemmatization, stemming, and sentence segmentation. For punctuation removal, we used a regular expression, in which we removed all the values other than alphabetic words (i.e., command r’[A-Za-z]’), then converted all the words into lowercase representations. We assigned these lower-case words as tokens using WordPunctTokenizer. The function tokenized a text into a sequence of alphabetic and non-alphabetic characters following regexp. Unnecessary white spaces, which were the byproducts of the upper-to-lower-case conversion, were removed. Lastly, manual cleaning of these sequences using the join and strip functions was performed. The resulting datasets were split as follows: 70% for training and 30% for testing. For training, we further split the training dataset by reserving 20% of the training dataset (from 70% of the original portion) for validation (which is necessary for DL-based models).




5.2. Tokenizer


Determining the separability between the MIR and NMIR incidents was key in our framework. Therefore, to enable a good generalization between the incident texts and their classes, we had to identify the vocabulary present in the datasets. To do so, we optimized the size of each token (i.e., the set of sub-words representing the vocabulary) as 35 words max_length. Tokenization allowed us to understand the differences between classes, analyze and compare vocabulary between datasets and identify any correlations within each class with accuracy. For DL-based models, we used the Keras tokenizer, and for the transformers, we used the BERTtokenizer, the RoBERTa tokenizer, and the ERNIE 2.0 tokenizer, which were compatible with the selected models. The resulting data after tokenization had various lengths. To mitigate this issue, we padded the data by adding zeros to reach a specific length (35) in order to ensure all the feature vectors had the same dimensions.




5.3. Training


For the ML models, we used TF-IDF for feature extraction. TF-IDF operated by extracting the essential words within the corpus, where TF was the term frequency of the words appearing in the ITSM corpus (all incident records in the training set), and IDF was the frequency of the datasets containing those words. The fewer words that appeared in the corpus, the higher the TF-IDF value would be. We used the sklearn library for our analysis to calculate the TF-IDF value. After the feature extraction via the TF-IDF vectorizer, we used the default settings for all conventional ML classifiers, as described in sklearn library [20] for training. The labels for every feature vector available from the raw data (MIR and NMIR) used the sklearn prediction function for evaluation.



For the DL models, the textual data were transformed into numbers and mapped to the embeddings to achieve better cardinality for each token. The first layer of our DL model was the embedding layer, consisting of three parameters: input dimension, input length, and output dimension). The next layer, called the model layer, contained hidden neurons that helped to model the complex data. It contained two parameters (the number of neurons and the return sequence). Finally, we used a dense layer with parameters such as input shape, batch size, and sigmoid as the activation functions. This layer was also known as the classification layer because it classified the output as MIR and non-MIR values. Compiling a model required parameters such as optimizer and loss function. We used the Adam optimizer and binary cross-entropy as loss functions. For the transformers, we used pre-trained transformers, from which we had already converted the incident reports from the training, validation, and test datasets to integer sequences at a length of 35 tokens each. Next, we converted the integer sequences to tensors. We created dataloaders for both training and validation sets. This dataloaders passed batches of training and validation data as input to the model during the training phase. We implemented the default configurations for BERT, ERNIE 2.0, and RoBERTa. The Figure 5 shows the architecture of our best performing transformer architecture.




5.4. Validation


To validate our results, we performed cross-validation, an approach that tests the performance efficiency of a model. In essence, the higher the performance metrics score for cross-validation is, the lesser the error associated with the model should be. We chose the sklearn stratified k-fold cross-validation because it is a refined form of the traditional k-fold cross-validation technique. It randomly divided the corpus so that the target class ratio in each fold remained at the same level as in the overall dataset, so the analysis results were consistent. This ensured that the minority class had sufficient samples during training and testing; we segmented the data (  C o m b i n e _ A l l  ) into 5 folds. As an additional step, we ensured that the subsets for train and testing did not overlap. The system configuration is shown in Table 3 and Table 4.





6. Result and Analysis


We conducted empirical analysis using the state-of-art for the proposed IT incident prediction framework. We evaluated our generated results from off-the-shelf models, as described in Section 4. We provided analysis on the tokenizer in Section 6.1, reported our evaluation quantitatively in Section 6.2, cross-validation in Section 6.3, and mean time resolution in Section 6.4.



6.1. Tokenizer Analysis


Tokenization allowed us to determine the vocabulary within our datasets. Considering our original dataset’s size and understanding of the inter-dataset characteristics, we performed an individual analysis of each dataset, as presented in Figure 6. For Agency_records (Figure 6a), the maximum differences between classes were visible in the first 20 tokens, when comparing the average tokenizer values. This indicated a good separability between class means consistency during training and testing. We observed the average token value range in the Agency_records was lower than that of the Employee_records (Figure 6b), which also correlated with a higher variance in tokens for the Employee_records. Thus, Employee_records had a more varied vocabulary in their corpus. The max separability appeared to occur between the 5th and 15th tokenizer for the Agency_records and the Employee_records. Upon closer inspection, we observed a relative difference between class means for the Employee_records at approximately 23 tokens. The profiles were significantly different for the Customer_records (Figure 6c), which had a much smaller MIR class with only 112 MIR samples in the training set, as compared to the 65,000 samples for the NMIR. Consequently, the average token value varied widely for the minority class (in this case, MIR). Accordingly, the average tokenizer values for the NMIR class were much lower, indicating a smaller corpus.




6.2. Quantitative Evaluation


As compared to more common performance metrics (e.g., accuracy), AUC or ROC were more suited metrics imbalanced datasets because they helped to identify over-fitting [54]. Higher AUC or ROC values represented better separability between the MIR and NMIR classes. Figure 7 depicts the qualitative scores with ROC/AUC for the Agency_records, Employee_records, and Customer_records. The scores presented in Figure 7 were averaged across the Agency_records, Employee_records, and Customer_records. Transformer based models (BERT, RoBERTa, and ERNIE 2.0) and XGBoost performed best with a 93% ROC score for the Agency_records dataset. For the Employees_records and Customers_records, CNN performed best at 95% and 74% ROC. Overall, Catboost achieved minimum ROC scores of 69%, 50%, and 50%. This was expected as Catboost struggled in unknown categories and needed to build in-depth decision trees for high cardinality features [55].



As indicated in Section 3, our datasets were highly imbalanced. Therefore, we resampled our dataset and re-ran our prediction pipeline. The results are depicted in Figure 8. ERNIE 2.0 achieved a 95% ROC for Agency_resampled. BERT and ERNIE 2.0 achieved the highest scores, 97% for Employee_resampled and ERNIE 2.0 at 98% ROC for Customer_resampled. NB achieved 71%, 53%, 59%, and 54% ROC for the Agency_resampled, Employee_resampled, Customer_resampled and Combine_All, respectively, which was the lowest among all the classifiers. A recurring issue with the NB model was that with no occurrences of a class label and a particular attribute value, the frequency-based probability estimation would be zero. A large dataset was required for reliable predictions of each class’s probability.



We also experimented with our synthetic data curation (SMOTE). For the Agency_smote and the Employee_smote, XGBoost performed best with 94% and 86% ROC scores, respectively. GB performed best for the Customer_smote with an 85% ROC value. Figure 9 shows that the DL models (Bi-LSTM, GRU, CNN) performed relatively poorly on all the synthetic subsets. This was largely contributed to the synthetic data profile generated by the SMOTE technique. SMOTE created more extensive and less specific decision boundaries that increased the generalization capabilities of the ML classifiers, which were more suited for one-hot encoding. In contrast, DL models used tokenizers, causing extensive feature spaces in NLP and resulting in the DL models falling quickly into high sparse dimensions.




6.3. Cross Validation


To validate our findings, we utilized the Combine_All dataset. Initially, we segmented our dataset into 5 folds by ensuring that it did not contain any records from the training set. We then applied our comparative framework to iteratively train each algorithm on   k − 1   folds while using the remaining holdout fold as the testing set. All the transformer models performed the best, with 90% or more ROC scores at each fold. In contrast, NB performed the worst, with ROC score less than 60% (Figure 10). Our k-fold results showed that our findings in Figure 8 were consistent with comparative ROC values with the cross-validation runs.



In Figure 11, we provided the average ensemble count (average of predicted labels for all models) of all the three classes corresponding to conventional ML, DL-based, and transformers. Additionally, we also reported a confusion matrix to verify the true-positive (TP), true-negative (TN), false-negative (FN), and false-positive (FP) classes for each fold. For example, the average ensemble count was the actual MIR value versus the predicted value for each fold (from 1 to 5), i.e., the true-positive (TP). The confusion matrix for ML, DL, and Transformers are listed in Table 5 and Table 6. For example, in k-fold, there were 1731 total MIR, whereas the average ML (i.e., the average of the predicted label of all the ML models) predicted 1172 TP MIRs, as well as 1468 TP MIRs for the DL-based and 1609 TP MIRs for the transformers. Similarly, for TNs, NB predicted the 64,722 TNs for ML. For DL, Bi-LSTM predicted 64,600 TNs, and for the transformers, BERT reported the highest 64,605 TNs values. For conventional ML, the average predicted value for all folds was 1153, with SVM having the highest share with 1499, which was lower than the predicted labels of 1731. The DL models showed better ensemble results with 1394 predicted labels for all folds, with CNN having the highest number of 1673 predicted labels. Transformers outperformed the conventional ML techniques with 1584 average predicted ensemble labels. RoBERTa performed best with 1693. Overall, the transformers models performed the best for the Combine_All datasets (Refer Figure 8).



Similar to the average ensemble count, RoBERTa correctly predicted 1462 TPs and 64,558 TNs, whereas NB performed worst by identifying only 270 TPs and 64,722 TNs.




6.4. Mean-Time Resolution


For the meantime-to-resolve, we used the MIR outage records because they contained the escalated incident records. To calculate meantime-to-resolve, two DateTime columns were used: Incident_Opened_at and MIR_Opened_at. We defined the meantime-to-resolve as the time recorded, starting when the incidents had been reported and then resolved by the outage team. The meantime-to-resolve ranged from minutes to hours. The evaluation of meantime-to-resolve was conducted using the prediction horizon, as follows:





   P r e d i c t i o n _ H o r i z o n = ∑  T  2 n   − ∑  T  1 n   ,   











where   ∑  T  2 n     denotes MIR opened at (   T 2  , . . . .  T  2 n    ) and   ∑  T  1 n     denotes incident opened at (IOA) incidents (   T 1  , . . . .  T  1 n    ).



Our prediction horizon (meantime-to-resolve ) for MIR records from January 2020 to March 2021 is depicted in Figure 12. The blue line indicates the IOA records while the orange shows the MOA records. The IOA points (in orange) indicated the highest DateTime record where an incident log is generated. MOA denoted the point where we declared an incident as MIR. For example, ticket #20 had been reported to IOA on 30 April 2020 and labeled as MIR on 11 May 2020 by the outage team, so it took around 11 days to resolve this incident. Another ticket, #48, had been reported as IOA on 17 August 2020 and labeled as MIR on 27 August 2020, taking around ten days. In Figure 12, we noted that the orange line overlapped with the blue line, indicating the closing of the incident at the same instance. We predicted the average prediction horizon time of MIR as 4 days, 3 h, and 26 min, which could provide a significant advantage in addressing incidents and could prevent major incidents or outages.



To further investigate our evaluation, we refined the prediction horizon by selecting only escalated incident records with time durations of 6 h or less. The reason was to scrutinize results in the context of hours (removing outliers that took more than days to resolve) to better quantify the improved meantime-to-resolve for most incidents, if predicted correctly. The leftover incidents numbered 44 (see Figure 13). The orange line shows the MOA values, indicating the incident escalated time, whereas the blue line shows the IOA records. Incident #1 took a maximum of 5 h and 35 min to escalate; in contrast, incident #7 took 5 min to mark as a significant incident. The analyzed results based on a refined search showed us the average time to resolve an incident within 1 day was 2 h and 30 min.





7. Discussion


This study comprehensively evaluated AI classifiers using a real-world proprietary dataset. As observed, we faced a highly skewed distribution with almost a million records for NMIR and only 19,000 records for the MIR (which was only 2% of the overall dataset). The datasets were highly unstructured, which further complicated the data-preprocessing task. Our datasets consisted of raw incident reports/tickets. Therefore, most records contained typographical errors, misspellings, grammatical mistakes, and slang words. We also noticed that 6% of the incident log contained duplicate records, which did not provide any extra information and consumed additional memory resources during processing. We suggested removing these records because it introduced sparseness problems and increased the vector size. In a real-world setting, IT incident datasets require extensive cleaning using a closely monitored preprocessing pipeline to extract important linguistic features, which we included as part of the proposed prediction framework. Additionally, we demonstrated that data augmentation provided relatively better results than the synthetic data. We developed a custom approach of data augmentation, in which actual data from various channels (representing the minority label) were added to enrich the dataset belonging to the industry stakeholder. This enrichment was more beneficial than generating synthetic records to avoid duplication that added no additional information to the vocabulary.



Our analysis showed that the transformers performed marginally better than the DL-based models and significantly better than the conventional ML models. For example, given the Combine_All dataset, ERNIE 2.0 outperformed all conventional ML models, performing better than NB, GB, SVM, XGBoost, and CatBoost, by 39%, 10%, 3%, 19%, and 4%, respectively. As compared to the DL-based models, ERNIE 2.0 produced slightly better results, with a 1% improvement over the CNN and a 2% improvement over the Bi-LSTM. Generally, the DL-based models performed better due to their recall memory units that extracted high-level abstract features; however, they performed slightly worse, as compared to transformers because of their limited vocabulary [10]. Our findings were in agreement with this observation.



We found that accuracy was not the right performance metric because our initial results for imbalanced data were more skewed towards the majority class. We used a confusion matrix and area under the ROC curve to better quantify the correct and incorrect predictions. Based on our findings, the ROC metric showed the classifier’s exactness and completeness much better than accuracy. For example, Customer_records had the lowest minority class (MIR) records at 0.05%, which was highly imbalanced. Its ROC scores varied from 50% to 74%, whereas its accuracy score was 99%, which was misleading and highly skewed by the majority (NMIR) class. We calculated the confusion matrix by k-fold validation and the mean for each fold. Our results showed that RoBERTa possessed the highest mean score with 1462 TPs and 64,539 TNs values.



We calculated the prediction horizon to identify the average time for the ITSM system restoration from escalated deadlock. We targeted incident opened at(IOA) and MIR opened at(MOA) to calculate the prediction horizon. We evaluated the average incident escalation time, which was 2 h 30 min of saved time due to applying our proposed IT incident framework. It not only saved resources but also helped to prevent a deadlock situation. Considering the complexity of the prediction, the possibility of implementing RL to enhance these transformers is a significant possibility. At the time, we could identify any studies that were associated with RL implementation for IT incidents prediction. The convergence rate of RL models for classification was estimated to be 40% more, as compared to the other state-of-the-art model [56], which could hinder the adoption for large-scale industrial datasets. Furthermore, future work could involve evaluating NLPGym [57], a toolkit that bridges NLP and RL. The NLPGym provides a policy for reward and penalty against action, and deep-Q networks (DQN) could be used to train the model. We are optimistic that we can improve the accuracy score significantly through RL.




8. Conclusions


This paper leveraged state-of-art machine-learning (NB, SVM, GB, XGBoost, CatBoost), deep-learning (GRU, CNN, Bi-LSTM), and transformer architectures (BERT, Roberta, and ERNIE) to classify the provided incidents as major (MIR) and non-major (NMIR) to address the challenge of IT incident prediction. This paper was the first attempt to employ deep learning and transformers for solving IT service management problems, to the best of our knowledge. We experimented with three different sources of incidents: agency, customer, and employee. The transformer architectures (BERT, RoBERTa, and ERNIE) and XGBoost outperformed all other methods, with a 93% ROC for agency records, and with CNN, a 95% and 74% for employee and customers, respectively. To address the problem of data imbalance in our work, we resampled and curated synthetic data (SMOTE). With resampling, we achieved 95% with ERNIE for agency, 95% with BERT and ERNIE for employee, 99% with transformer and deep-learning models for customers, and 93% with BERT and ERNIE for all combined (employee, agency, and customer). For synthetic data, XGBoost had 94% for agency, 86% for employees, and with GB, 85% for customers. With the resampling and synthetic data curation, we noticed significant relative improvements, at 2.10% for agency and employees and 33% for the customer. We also identified the limitations of deep learning models for SMOTE, which we plan to address in the future. Additionally, our proposed framework computed the average prediction horizon, which was 2 h 30 min and leveraged this to minimize the meantime to resolve incidents. In the future, we will implement our framework for managing and reducing change failure rates associated with the incident mean time to resolution (MTTR). For future work, we are planning to perform a complete analysis of ITSM with state-of-the-art cross-validation techniques because the literature lacks this domain.
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Figure 1. Overview of IT incident management system. 
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Figure 2. Distribution of dataset. 
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Figure 3. Proposed IT incident risk framework. 
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Figure 4. Graphical representation of the pipeline stages for training and testing for ML, DL, and transformer models. 
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Figure 5. Graphical representation of our best-performing transformer (Roberta) model architecture. 
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Figure 6. Average tokenizer/class for training and test data across (a) Agency_records, (b) Employee_records and (c) Customer_records. 
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Figure 7. Quantitative ROC/AUC results across (a) Agency_records, (b) Employee_records, and (c) Customer_records for state-of-art methods. 
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Figure 8. Quantitative ROC/AUC results across (a) Agency_resampled, (b) Employee_resampled (c) Customer_resampled, and (d) Combine_All for state-of-art methods. 
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Figure 9. Qualitative ROC/AUC results for synthetic data (SMOTE) across (a) agency, (b) employee and (c) customer for state-of-art methods. 
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Figure 10. ROC/AUC results across k-fold cross-validation. 
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Figure 11. Number of MIR across actual, ML (naive Bayes, gradient boost, XGBoost, CatBoost, SVM), transformers (BERT, RoBERTa, ERNIE 2.0), and DL algorithms(GRU, Bi-LSTM, CNN). 
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Figure 12. Prediction horizon comparison (MIR opened at vs. incident opened at. The blue line indicates IOA records while the orange shows the MOA records). 
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Figure 13. Prediction horizon comparison (MIR opened at vs. incident opened at). 
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Table 2. Data dictionary.
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	Column ID
	Description
	Values





	Incident number
	The unique internal code of the incident
	INC123xxxx



	Assignment group
	The group to which the incident has been assigned.
	



	Opened at
	Date/Timestamp of when created the incident record.
	17 March 2020



	Closed at
	Date/Timestamp of when the incident record was closed.
	18 March 2020



	Incident severity
	The level of impact for each incident.
	(1—High; 2—Medium; 3—Low; 4—None)



	CMDB
	The name of the configuration management database associated with the incident
	



	Category
	The category associated with the incident
	



	Short description
	Brief information about the incident.
	



	Description
	Detailed information about the incident.
	



	Status
	The manual mapping from problem to incident.
	(0—MIR; 1—Non-MIR).



	MIR opened at
	Date/timestamp of when created the MIR record.
	17 March 2020



	Incident opened at
	Date/timestamp of when the incident record was opened.
	18 March 2020
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Table 3. Selected Parameters.
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	Classifier
	Vocab_Size
	Max_Features
	Embedding_dim
	Batch_Size
	Filters
	Kernel
	Activation
	Loss
	Optimizer
	Learning_Rate





	
	(500, 1 k, 10 k, 20 k, 30 k, 50 k)
	(5 k, 10 k, 50 k, 200 k)
	(64, 128, 256, 512)
	(8, 16, 64, 128, 256)
	(200, 400, 600, 800)
	(1, 2, 3, 4, None)
	(Relu, Sigmoid, Gelu, Tanh)
	(categorical crossentropy, crossentropy loss)
	(Adam, AdamW)
	(0.01,   1 ×  10  − 3    ,   1 ×  10  − 5    )



	CNN
	10,000
	1000
	128
	256
	100
	4
	Relu
	categorical crossenthropy
	Adam
	0.01



	Bi-LSTM
	10,000
	1000
	128
	256
	25
	None
	Sigmoid
	categorical cross entropy
	Adam
	0.01



	GRU
	10,000
	1000
	128
	256
	128
	3
	Sigmoid
	categorical cross entropy
	Adam
	   1 ×  10  − 3     



	Bert
	30,522
	3072
	512
	8
	768
	None
	Gelu
	cross entropy loss
	AdamW
	   1 ×  10  − 5     



	RoBERTa
	50,000
	3072
	514
	8
	768
	None
	Gelu
	cross entropy loss
	AdamW
	   1 ×  10  − 5     



	ERNIE
	18,000
	3072
	256
	8
	768
	None
	Relu
	cross entropy loss
	AdamW
	   1 ×  10  − 5     
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Table 4. System Configuration.
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	Configuration Name
	Version





	Tensorflow
	2.8.0



	Python
	3.7.7



	Jupyter notebook
	6.2.0



	GPU
	Tesla P100-PCIE-12 GB



	GPU Memory
	12 GB HBM2



	System Interface
	PCI e 3.0 * 16



	Power Consumption
	250 w
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Table 5. The k-fold cross-validation with complete data (Combine_All as described in Section 3) segmented in into five folds. We split data into 80:20 splits for training and testing by ensuring the testing set did not contain any record from the training set. We applied ML models naive Bayes, gradient boosting, XGBoost, CatBoost and SVM.
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Naive Bayes

	
Gradient Boosting

	
XG Boost






	
 k -fold

	
TP

	
TN

	
FN

	
FP

	
TP

	
TN

	
FN

	
FP

	
TP

	
TN

	
FN

	
FP




	
1

	
276

	
64,735

	
1455

	
3

	
1154

	
64,638

	
577

	
100

	
1322

	
64,623

	
409

	
115




	
2

	
271

	
64,659

	
1536

	
3

	
1166

	
64,584

	
641

	
78

	
1363

	
64,562

	
444

	
100




	
3

	
275

	
64,758

	
1432

	
3

	
1068

	
64,682

	
639

	
79

	
1272

	
64,636

	
435

	
125




	
4

	
267

	
64,732

	
1465

	
4

	
1112

	
64,644

	
620

	
92

	
1284

	
64,620

	
448

	
116




	
5

	
261

	
64,729

	
1469

	
8

	
1075

	
64,461

	
655

	
96

	
1286

	
64,606

	
444

	
131




	
Mean

	
270

	
64,722

	
1471

	
4

	
1115

	
64,601

	
626

	
89

	
1305

	
64,609

	
436

	
117




	

	
CatBoosting

	
SVM

	




	
 k -fold

	
TP

	
TN

	
FN

	
FP

	
TP

	
TN

	
FN

	
FP

	

	

	

	




	
1

	
1302

	
64,621

	
429

	
117

	
1370

	
64,635

	
361

	
103

	

	

	

	




	
2

	
1373

	
64,565

	
434

	
97

	
1407

	
64,570

	
400

	
92

	

	

	

	




	
3

	
1256

	
64,646

	
451

	
115

	
1301

	
64,666

	
406

	
95

	

	

	

	




	
4

	
1303

	
64,621

	
429

	
115

	
1355

	
64,624

	
377

	
112

	

	

	

	




	
5

	
1287

	
64,611

	
443

	
126

	
1304

	
64,634

	
426

	
103

	

	

	

	




	
Mean

	
1304

	
64,612

	
437

	
114

	
1347

	
64,625

	
394

	
101
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Table 6. The k-fold cross-validation with all data (Combine_All as described in Section 3) segmented in into five folds. We split data into 80:20 splits for training and testing by ensuring the testing set did not contain any records from the training set. We applied transformers (BERT, RoBERTa and ERNIE 2.0) and DL algorithms (GRU, Bi-LSTM and CNN).






Table 6. The k-fold cross-validation with all data (Combine_All as described in Section 3) segmented in into five folds. We split data into 80:20 splits for training and testing by ensuring the testing set did not contain any records from the training set. We applied transformers (BERT, RoBERTa and ERNIE 2.0) and DL algorithms (GRU, Bi-LSTM and CNN).





	

	
GRU

	
Bi-LSTM

	
CNN






	
 k -fold

	
TP

	
TN

	
FN

	
FP

	
TP

	
TN

	
FN

	
FP

	
TP

	
TN

	
FN

	
FP




	
1

	
1334

	
64,513

	
397

	
225

	
1251

	
64,588

	
480

	
150

	
1304

	
64,553

	
427

	
185




	
2

	
1328

	
64,537

	
497

	
125

	
1301

	
64,514

	
506

	
148

	
1403

	
64,392

	
404

	
270




	
3

	
1260

	
64,599

	
447

	
162

	
1238

	
64,652

	
469

	
109

	
1205

	
64,633

	
502

	
128




	
4

	
1205

	
64,643

	
527

	
93

	
1169

	
64,666

	
563

	
70

	
1189

	
64,632

	
543

	
104




	
5

	
1280

	
64,575

	
450

	
162

	
1278

	
64,584

	
452

	
153

	
1289

	
64,563

	
441

	
174




	
Mean

	
1281

	
64,573

	
460

	
153

	
1247

	
64,600

	
494

	
126

	
1278

	
64,554

	
463

	
172




	

	
Bert

	
Roberta

	
ERNIE




	
 k -fold

	
TP

	
TN

	
FN

	
FP

	
TP

	
TN

	
FN

	
FP

	
TP

	
TN

	
FN

	
FP




	
1

	
1437

	
64,590

	
294

	
148

	
1429

	
64,616

	
302

	
122

	
1430

	
64,603

	
301

	
135




	
2

	
1438

	
64,597

	
293

	
141

	
1539

	
64,508

	
268

	
154

	
1486

	
64,562

	
321

	
100




	
3

	
1423

	
64,623

	
284

	
138

	
1525

	
64,495

	
282

	
167

	
1395

	
64,641

	
312

	
120




	
4

	
1454

	
64,613

	
278

	
123

	
1428

	
64,592

	
304

	
144

	
1401

	
64,529

	
331

	
207




	
5

	
1411

	
64,602

	
319

	
135

	
1390

	
64,580

	
340

	
157

	
1394

	
64,632

	
336

	
105




	
Mean

	
1432

	
64,605

	
239

	
137

	
1462

	
64,558

	
299

	
148

	
1421

	
64,539

	
320

	
133
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