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Abstract

:

Featured Application


Helping telecom companies retain those with a tendency toward number portability.




Abstract


In 2019, China introduced a policy on Number Portability Management, which has resulted in a rapid increase in the number of lost users among telecom companies. Telecom companies must urgently distinguish those with a tendency toward number portability. However, existing prediction research lacks the input of temporal variations in user data and the graph-based analysis of user relationship characteristics, resulting in a poor prediction effect. In this paper, a neural-network-based approach has been applied to address the limitation, whereby user data do not feature temporal variation. Furthermore, innovative approaches have been proposed to construct multilayer community networks through users’ geographic attributes and to analyze community networks with a network embedding method based on the matrix factorization framework. This fills a gap in existing research areas, whereby the geographic attributes of users have not received much attention. Considering the extensive inputs and multiple features of the predicted attributes, in this paper, the strengths and weaknesses of three feature selection methods are compared, as well as the prediction accuracy of each of the five prediction models. Finally, the embedded feature selection method, deep neural network model, and the Light GBM model are shown to provide better results. After introducing the user community network, it was found that the prediction evaluation indicators of both the deep neural network model and the Light GBM model are improved.
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1. Introduction


1.1. Research Background


On 11 November 2019, the Ministry of Industry and Information Technology (MIIT) issued the Provisions on Number Portability Management (hereinafter referred to as portability [1]). This means that users of one telecommunications operator can switch to another one without changing their existing mobile phone number and enjoy the various services provided by the new operator.



The provisions stipulate that telecommunications business operators shall not set up specially charged plans and marketing plans for users receiving number porting services, nor should they use technology such as interceptions and restrictions to affect the communication service quality of portability.



In April 2022, a press conference held by the State Council Information Office announced that the number of portability users across the country had exceeded 57 million.



Under the broader background of the implementation of the potability policy, at the end of 2019, the competition among the four major communication companies in China had become increasingly fierce. Operators at the municipal level who have to manually confirm whether the current millions of users tend to switch their carriers are burdened with a huge workload and face higher inaccuracies. Thus, traditional predictive studies on users leaving the network (i.e., users permanently closing an existing phone number) fall behind the current demands of communication companies.



Considering the late launches of policies related to number portability in China, research in the related field is low in quantity and is limited to discussions on policies themselves. A handful of articles adopted data mining for number portability research, while few scholars are equally familiar with telecommunications operator enterprises and data mining. This situation means it is more difficult to conduct a predictive study regarding number portability. Out of the four patents that have been applied in China [2,3,4,5], only Wang Min et al. considered the multi-month attribute data of users before numbers were ported. However, their processing method was limited to directly inputting a few specific user characteristics of the target users from a period of time before the current moment into the neural network model, without taking into account the changing trend of users’ multi-month attribute analysis. Ren, M et al. from the China Unicom Research Institute present a detailed integration solution for blockchain and mobile number portability [6]. Other research projects only utilized the attribute data of users for one month to predict portability.



In addition, researchers have not fully grasped the key points that relate to users leaving a network. For example, previous studies did not pay attention to users’ community attributes, and no one has attempted to apply graph theory to predict number portability. However, according to the work experience of the employees of the operators, the communities where customers live greatly affect the customers’ ideas of number portability. A series of unusual behaviors by a customer also suggests that the customer is ready to leave the network.



In addition, the Personal Information Protection Law of the People’s Republic of China, released in 2021, has added difficulty to carrying out existing predictive studies conducted by operators. The existing high-precision predictive models applied by operators rely heavily on the user’s phone calling attributes (i.e., the information related to phone calls between users). The official implementation of the Personal Information Protection Law means that operators can no longer retrieve users’ call records in unnecessary cases, leading to updated requirements among operators regarding prediction precision and the coverage of number portability modeling. The combination of users’ geographic attributes and community detection technology in the field of graph research can effectively meet the needs of operators.



The goal of community detection is to gain a better understanding of the components, interaction patterns, and functional characteristics of a network by analyzing its structure and connection patterns, grouping nodes, and clustering similar nodes together. The application of community detection technology is quite extensive. For instance, in social network analysis, community detection can reveal interpersonal relationships and social structure, identify opinion leaders and information diffusion paths in the network, and support precision marketing and social investigations [7].



Currently, most methods that use deep learning to study multilayer community detection networks involve obtaining the representation vectors of nodes on the multilayer network through network embedding, using clustering algorithms to cluster the representation vectors of nodes, and ultimately obtaining the results of divided communities [8]. In the latest study, Poulik et al. argued that bipolar fuzzy relations and bipolar fuzzy graphs play an essential role in solving many problems related to communication and contributions between vertices and edges in graph theory [9,10].




1.2. Organization of the Paper


In this paper, we discuss how to improve the existing research regarding the prediction of user number portability based on community detection technology. Firstly, in this study, we selected information from real customers in the operator’s local network, extracted attribute information related to the target customer for five consecutive months as sample data, and adopted the neural network method, Word2Vec [11,12], to the continuous data of model users, which not only solves the limitation of the missing time-series change in the source data but also more effectively expresses the similarity and analogy among different input features of users.



Secondly, in the process of data preprocessing, we add geographical attributes of customers by creatively building a multilayer community network; this method solved the limitation of the lack of source data that can reflect the associated attributes among users. Furthermore, the geographic attributes used in this project are accurately narrowed down to the community level after desensitization, which does not invade the privacy of the user, yet simultaneously compensates for the irretrievability of the attributes of the users’ phone calls.



Thirdly, in this study, we adopted an improved network embedding method based on the matrix factorization framework to extract new features of the community network, which solved the limitation of dimension explosion caused by the direct one-hot encoding of the customers’ geographic attributes.



Finally, considering the large number of input users and features in the prediction model, in this study, we compared three feature selection methods to assess their advantages and disadvantages. Additionally, we evaluated the processing performance of five classifiers using the data from this project to identify the most suitable classification model, which can improve accuracy and facilitate practical applications for operators and enterprises.





2. Modeling and Experiment Comparison


2.1. Modeling Ideas


The main thought behind using machine learning algorithms to establish a predictive model in this paper is to correlate the basic information of existing users and users who have ported their phone numbers. In this study, we adopt machine learning methods for modeling and finding out the relationship between the two parties, so as to predict customers with the potential for attrition among the existing customers. Thus, in this research, it was shown that this method can be used to effectively locate and retain customers while lowering costs for the company.



The modeling concept presented in this paper is as follows (shown in Figure 1):



Firstly, to complete data preprocessing, this research divided the data into three categories, namely numerical data, discrete data, and regional data.



Secondly, the user numerical data generated for 6 consecutive months were modeled based on the Word2Vec method; the new attribute collection 1 is output, which reflects the behavior change characteristics of users in a period of time before; and feature engineering processing was performed on the discrete data and the new attribute collection 1.



A single original feature (or variable) was usually a continuous feature, categorical feature, or ordinal feature. The processing method used for a single feature in this paper is shown in Table 1.



After constructing a multilayer community network for regional data, in this research, the new attribute collection 2 is output based on an improved method.



Thirdly, in this study, new attribute collection features are selected to determine the appropriate feature variables.



Fourthly, a prediction model is built to predict the tendency of existing users to leave the network, and the prediction precision of different models is compared to, finally, obtain the most suitable prediction model to predict whether existing users would leave the network.




2.2. Data and Experimental Environment


The dataset used in this article was provided by the communication industry database, which includes a total of one million samples of existing network users, users leaving the network without porting numbers, and users porting numbers. In order to protect customer privacy, the data were strictly desensitized twice and were solely used for academic research.



Among them, 13,000 users left the network by porting numbers, and 94,000 users left the network without porting numbers. The number of features was 48, including 35 numerical features such as “caller calling times”, 8 discrete features containing “primary and secondary card identification”, and 5 regional features such as “area”, “branch”, “street”, and “community”.



Experimental environment: Windows10, Python3.7.3, tensorflow-gpu1.9, and keras2.2.



Application program: Jupyter Notebook.



Server environment: Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40 GHz (two processors), RAM 48.0 GB.




2.3. Process User Continuous Time Attributes


In view of the difficulties arising from the combinatorial relationships between multi-month features, such as the changing trends in information regarding five-month call duration, payment amount, and short message number, in this study, we first attempted to add various features using five traditional methods, such as the calculation of ring ratio, average, weighted average, variance, and standard deviation. Although this method may be simpler and more intuitive, it may not capture the complex semantic relationships in the Word2Vec model.



As shown in Figure 2, in this study, we used Word2Vec to model five months of continuous data. Firstly, 25 numerical attributes were selected from the user features as input, which were simply counted according to rows and columns, and the corpus sentences were obtained via word segmentation. Then, the CBOW algorithm was used to loop within the character length of the corpus, discarding the words with a frequency of less than one, and representing each vector by five numbers.



Taking the user’s “call duration” feature as an example, the “call duration” value of five consecutive months was taken as input, and the function was used to group the values according to the user’s unique identification. The call duration of each user by month was regarded as a sentence, and the call duration of all users was regarded as a corpus to learn a Word2Vec model. In this way, the original word vector of dimension V was changed into a word vector of dimension N (N is much smaller than V), and the word vectors retained a certain correlation, which meant that users who are similar in sequence behavior should also be similar in tags. The average value of the embedding vectors corresponding to each call duration was taken as the feature of the user under the call duration label.



Finally, the corresponding word vector dimensions were used to generate the corresponding new features. In this study, the input was five rows (for each feature); therefore, the output was also set to five columns, as introducing too much noise and too many unnecessary dimensions may result in features that are too dense, which would be difficult to interpret and apply.




2.4. Build a Community Detection Network


When we tried to address the user location attribute in this project, we found that because the words in the document and the nodes in the social network share statistical consistency, the idea of Word2Vec could be transferred to the network embedding application [13]. Therefore, in this paper, we tried to combine the geographic attribute of telecom users with the network embedding method. Under the condition of limited customer characteristics, the existing regional characteristics of customers were integrated, the transformation was brought closer to reality on the basis of the traditional community network, and a multilayer community network model was built [14].



Definition 1 (Single-layer network).

A single-layer network can be formalized as in Figure 3. Assuming the graph G = G (V, E), where V represents a vertex (usually, a vertex represents an individual), and E represents a connection between vertices, indicating the existence of a certain connection between two individuals.





A community network means that graph ‘G’ is composed of ‘n’ communities ‘C’, among which:


G = C1 + C2 + C3+…+Cn











Definition 2 (Multilayer Network).

A multilayer network can be defined as GM = {G1, G2, …, GL, EM). Using Figure 4 as an example, L is the total number of layers and EM is the set of edges between layers, (L = 2, EM = {Edge VI, Edge VII}), Gi = (Vi, Ei) is the network at layer i, where the set of nodes at layer i is Vi ⊆ V, V is the set of all nodes in a multilayer network (V = {V1, V2, …, VN}, V1 = {A, B, C}). Ei ⊆ Vi * Vi, is the set of edges in the i-th layer network (E1 = {Edge I, Edge II).





On the basis of the information presented above, and according to the actual situation of the operator, we introduced the auxiliary node to enable the community network to be understood better (as shown in Step 2).



The regional network features were extracted from the established community network model through an improved method (as shown in Table 2) and added to the original feature set to optimize the classification model, improving the identification accuracy of customers leaving the network, and providing technical support for returning customers.



Figure 5 shows the layout of the multilayer community network constructed in this paper. The specific method applied includes the following steps:



Step 1: Initialize the data grid dictionary to store and output user geographic data. The user data grid inputted based on dictionary rules (a set of conventions used to define the structure and content of a dictionary) refers to the user’s regional features. Initialize each data grid dictionary, traverse each data grid and the name in it, add the formatted user grid data to the cache, and output the data grid dictionary. In the context of community detection, a data grid dictionary can be used to represent the adjacency matrix of a network, where the keys represent the nodes, and the values represent the edges between them [15].



Step 2: Construct a new multilayer community network model of telecom users. Iterate over all the users, divide the grid based on their geographic attributes, and create a new node for each user based on their unique identity. For example, if we consider Grid 3_1 as area-A, then, the circular nodes in Grid 3_1 can represent all users living in area-A, and all users living in area-B are in another small grid, Grid 3_2, with no intersection between the grids.



Step 3: In addition to the traditional community network, in this project, we add auxiliary nodes based on the actual situation. For example, the auxiliary node (hexagonal node) in Grid 3_1 can be interpreted as an exclusive customer manager for area-A, which is widely connected with all the users in Grid 3_1. Therefore, the hexagonal nodes in Grid 3_1 are connected to all circular nodes in the same grid, and the same is true for Grid 3_2, and so on. An auxiliary node is constructed separately in each grid, which is fully connected to the users belonging to that grid.



Step 4: Traverse the grid of the upper layer, that is, a larger layer of the grid (such as grid 2-1). In the network of this layer, construct a new auxiliary node, which is fully connected with the auxiliary node in the lower grid.



Repeat the step until the topmost grid is reached (e.g., grid 1-1) to complete the network construction. This method makes the network structure smaller and more energy-efficient than the fully connected network structure. It can more closely reflect the association between network nodes without being randomly selected.



Step 5: Output the graph with users as nodes.



Step 6: Use the graph as the input and substitute it into Table 2 for calculation.



Output a matrix of x*4, where x is the number of users in the graph, and 4 refers to four new attributes that contain the topological information regarding the user community network graph and hidden related information. The new attributes are all numeric attributes (assuming that both user 1 and user 2 exist in grid 3-1, set the weight of the connection between the auxiliary node and each user in grid 3-1 to be one, then, the distance between user 1 and user 2 is two. In the output new numerical attribute, the new attribute A of user 1 and that of user 2 is calculated by substituting the distance formula to obtain the result of two, which means that the distance between user 1 and user 2 is two. Thus, the new attribute contains the topological information and hidden association information regarding the user community network graph).



Table 2 shows a network embedding method based on the matrix factorization framework, which is considered one of the most effective methods at this stage for application scenarios that require fast, high-quality, and large-scale network embedding [16,17,18,19].



Meanwhile, this matrix-factory-based framework is more computationally intensive and efficient and offers significant improvements over DeepWalk and LINE for conventional network mining tasks. In the lab test, the F1-score of DeepWalk and LINE using 10% training data to obtain a classification is 12–29%, and the F1-score of this improved method on the same dataset is 18–38%, which also represents large-scale networks.



Therefore, here, we adopt this improved algorithm to embed the user’s community network, so as to more effectively display the rules generated among users due to community attributes.




2.5. Comparison of Feature Selection Methods


Feature selection refers to the selection of N features from the existing M features, to optimize the specific indicators of the system. It is the process of selecting some of the most effective features from the original features to reduce the dimension of the dataset. It is an important means to improve the performance of learning algorithms and a key data preprocessing step in pattern recognition.



Feature selection includes three methods, namely Filter, Wrapper, and Embedding [20].



Due to the variety of feature selection methods and according to the different combinations of feature selection and learners [21], in this paper, we tried different feature selection methods, compared their advantages and disadvantages, and selected the most suitable method for this project.



In this article, we attempted to evaluate and compare 125 attributes. The encapsulated code takes about 9 h to run, which is much longer than the filtering and embedded algorithms. Both the filtering and embedded algorithms can generate visual graphics, which are easy for researchers to observe and can be deleted by setting relevant thresholds.



From the perspective of project complexity, the filtering algorithm is independent of the specific learning algorithm and has the advantage of high operational efficiency. However, the filtering algorithm needs to be run twice. The first run is used to calculate the correlation between attributes and labels, and the second run is to calculate the correlation between two attributes. The embedded algorithm integrates feature selection into the classification model. Although it only takes one step, it runs the prediction model again after filtering the feature attributes due to the subsequent feature selection of the trained model cannot be performed.



The advantages and disadvantages of the three feature selection methods are compared in Table 3:



To sum up, in this paper, we chose to use the filtering method for feature selection because this method is not as time-consuming, easy to operate, does not get stuck in a local optimum solution, and can observe the correlation between two attributes.




2.6. Comparison of Prediction Models


The main purpose of this article was to build a prediction model with higher accuracy based on existing data records and provide telecom operators with a list of users who are prone to number portability. In this paper, we chose the widely used KNN, random forest model, SVM, deep neural network, and the Light GBM model to compare the prediction accuracy of different models, and to find the optimal user number portability prediction model.



Firstly, to ensure the fairness and reliability of the comparison between the models, the performance of the four models was evaluated via ten-fold cross-validation, to calculate the accuracy rate of each evaluation. As shown in Figure 6, the predictive accuracy of the KNN and SVM is the lowest at below 85%, followed by the RF model. The DNN and Light GBM models have the highest prediction accuracy, both exceeding 90%. The accuracy of Light GBM is slightly higher than that of the DNN.



Therefore, the prediction accuracy of the DNN and Light GBM is significantly higher than that of the other three models, while that of Light GBM is slightly better than that of the DNN.



Secondly, to study the influence of the number of characteristic variables on the prediction accuracy of each model, the prediction accuracy of each model with different numbers of characteristic variables is calculated. As shown in Figure 7, when the number of characteristic variables is less than 10, the prediction accuracy of each model is significantly improved with the increase in the number of characteristic variables. When the number of characteristic variables is greater than 15, the prediction accuracy of each model is not obviously improved, remaining basically unchanged.



As a single indicator cannot reflect the overall performance of the model, in this project, we must combine different indicators to reflect the overall performance of the model.



Therefore, here, we adopt accuracy, precision, recall, F1-score, and AUC-value to evaluate the performance of the model. The evaluation results are shown in Table 4. Among the five prediction models, KNN’s evaluation indicators are lower than other models. On the contrary, all the evaluation indicators of Light GBM are higher than other models. Figure 8 is a schematic diagram of the ROC curves for each model, and the results are consistent with the data of each evaluation indicator in Table 4. The area under the ROC curve of KNN is the smallest, and the area under the ROC curve of Light GBM is the largest. It can be seen from Table 4 and Figure 8 that, compared with other machine learning algorithms, the performance of each evaluation index of the Light GBM model is better.



The research mentioned above shows that the DNN model and the Light GBM model have higher accuracy in predicting the number portability of users, although the previous research did not take into account the influence of the network structure on the text matrix. Thus, the user community network was added to the data processing to compare the prediction accuracy of the DNN model and the Light GBM model to those without a community network. The results are shown in the last two rows of Table 3. After the community network was introduced, the accuracy of both the DNN model and the Light GBM model increased by 3 percent, and the other evaluation indicators also improved. It can be seen that after introducing the user community network, all prediction evaluation indicators of the model have improved.





3. Conclusions and the Following Work


In this paper, we take the telecom operator user information as the basic data regarding the groundwork of information clustering, feature engineering, and information prediction. Here, we successively discuss the role of Word2Vec and its improved method in the data preprocessing of this project and compare the prediction precision of different models on telecommunications users’ number portability.



It was found that using Word2Vec to model user data for consecutive months can uncover more potentially useful information in an easier way. In terms of feature selection for user information, it was found that the embedded method is more suitable based on the time it takes to perform and considerations regarding score performance. Through the prediction accuracy comparison, it was found that the DNN model and the Light GBM model are significantly better than the traditional KNN, SVM, and RF models. Finally, in this paper, we applied the method of building a community network for the first time and adopted a network embedding method based on the matrix factorization framework for network analysis. This study integrates the regional attributes of telecommunications users with portability prediction. The experimental comparison shows that after introducing the user community network, the evaluation indicators of the DNN model and the Light GBM model improved. Thus, the behavior of user porting numbers is highly related to the community environment they live in. Operators can solve targeted problems and bring back potentially lost customers.



This research provides a reference for telecommunications enterprises in the prediction of number portability. In the future, research can be conducted regarding user information feature selections and model parameter optimizations to further improve prediction accuracy.
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Figure 1. Modeling concept. 
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Figure 2. Flowchart of Word2Vec feature processing. 
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Figure 3. General single-layer network diagram. 
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Figure 4. General multilayer network diagram. 
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Figure 5. Layout of the multilayer community network. 
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Figure 6. Comparison of model prediction accuracy. 
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Figure 7. Comparison of model accuracy. 
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Figure 8. Model performance comparison. 
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Table 1. Feature engineering operation.






Table 1. Feature engineering operation.





	Feature Type
	Handling Method a





	All Features
	Calculate the mean, variance, and maximum value of each numerical feature with categorical characters.



	Numerical Feature
	Calculate the mean value of the numerical features for each “on-net state” feature.



	Discrete Feature
	Using LabelEncoder to convert numbers, counting the number of discrete features corresponding to each “on-net state” feature.



	Continuous Numeric Feature
	Bin the continuous numeric feature.
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Table 2. The processing steps of community discovery.
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	1 Input network G;



	2 Conduct eigendecomposition of network G:    D  − 1 / 2   A  D  − 1 / 2   ≈  U h   Λ h   U h ⊤   ;



	3 Approximately estimate the value of M by    M ^  =   v o l  G   b   D  − 1 / 2    U h  (  1 T     ∑   r = 1  T     Λ h r   )  U h ⊤   D  − 1 / 2    ;



	4 Calculate      M ′   ^  = max    M ^  , 1   ;  



	5 Use singular value decomposition (SVD) to perform log      M ′   ^  =  U d   Σ d   V d ⊤    low-rank approximation on logM ^’;



	6 Obtain    U d     Σ d      converted by the network G as the network embedding.







* A: A∈   R +   V  ×  V      is the adjacency matrix of network G (the adjacency matrix of the graph is a two-dimensional array vertex relation), and    A  i , j     is the edge weight between vertex i and j; D: D = diag(   d 1  , …   ,  d   V     ), where di denotes the generalization degree of vertex i (the sum of the number of times all edges are associated with a vertex v becomes the degree of v); Vol(G): Vol(G) =     ∑  i    ∑  j   A  i , j     =     ∑  i   d i    = volume of weighted graph G; P: P =    D  − 1   A  ; T&B: Context window size and the number of negative samples in skip-gram; U and Λ denote the orthogonal eigenvector matrix and the diagonal matrix of eigenvalues, respectively.
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	Advantage
	Disadvantage





	Filter
	The calculation efficiency is the highest (it took 152 s to run the final result in this project), and overfitting can be effectively avoided. In the end, this method retained 60 eligible features
	It does not consider the characteristics of the machine learning algorithm and weakens the fitting ability of the learner.



	Wrapper
	It is more targeted and good for model performance.
	The algorithm requires a large amount of computation, runs for too long (the took about 9 h to run the final result in this project), and is easy to overfit when the sample is not sufficient. In the end, this method retained 34 eligible features.



	Embedding
	It can make full use of the model’s evaluation of features.
	Only feature selection and model training can be performed at the same time, and the subsequent feature selection of the trained model cannot be performed, which takes a long time (40 min in this project). In the end, this method retained 52 eligible features.
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	Accuracy
	Precision
	Recall
	F1-Score
	AUC





	KNN
	0.8267
	0.7923
	0.7573
	0.7587
	0.8697



	SVM
	0.8373
	0.8019
	0.7802
	0.7945
	0.9037



	RF
	0.8659
	0.8275
	0.7913
	0.8023
	0.9353



	DNN
	0.9080
	0.8864
	0.8327
	0.8409
	0.9518



	LGB
	0.9134
	0.8939
	0.8535
	0.8729
	0.9605



	DNN WITH COMMUNITY DETECTION
	0.9394
	0.9117
	0.8876
	0.8946
	0.9747



	LGB WITH COMMUNITY DETECTION
	0.9449
	0.9102
	0.8953
	0.9018
	0.9873
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