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Abstract: The rock deformation and failure characteristics and mechanisms are very important
for stability evaluation and hazard control in rock engineering. The process of rock deformation
and failure is often accompanied by temperature changes. It is of great significance to study the
characteristics and mechanism of temperature variation in rock under deformation and fracturing
for a better understanding of rock failure and to obtain some probable precursor information for
guiding the prediction of the mechanical behavior of rock. However, most of the studies are based
on observations in the field and laboratory tests, while it is still required to develop an effective
method for modeling and calculating the temperature variation of rock during the deformation
and failure processes. In this paper, a particle flow modeling method based on energy analyses is
proposed for simulating the temperature variation of rocks, considering four temperature effects,
including the thermoelastic effect, friction effect, damping effect, and heat conduction effect. The four
effects are analyzed, and the theoretical equations have been provided. On this basis, the numerical
model is built and calibrated according to the laboratory uniaxial compressive experiment on a
marble specimen, and a comparison study has been conducted between the laboratory and numerical
experiment results. It is found that the numerical model can well simulate the average value and
distribution of the temperature variation of rock specimens, so this method can be applied for
studying the mechanism of temperature variation more comprehensively during the whole process of
rock deformation and fracturing compared with the continuous modeling methods. With this method,
it is shown that the temperature change has three different stages with different characteristics during
the uniaxial compression experiments. In the different stages, the different effects play different roles
in temperature variation, and stress distribution and crack propagation have obvious influences on
the local distribution of temperature. Further investigations have also been conducted in a series
of sensitive analyses on the influences of four factors, including the thermal conductivity, friction
coefficient, thermal expansion coefficient, and particle size ratio. The results show that they have
different influences on the thermal and mechanical behaviors of the rock specimens during the
deformation and failure process, while the thermal expansion coefficient and the particle size ratio
have more significant impacts than the other two factors. These findings increase our knowledge
on the characteristics and mechanism of temperature variation in rock during the deformation and
fracturing process, and the proposed modeling method can be used in more studies for deformation
and fracturing analyses in rock experiments and engineering.

Keywords: failure mechanism; temperature variation; energy analyses; rock deformation and fractur-
ing; temperature effect; particle flow model

1. Introduction

Deformation and fracturing in the rock engineering may result in serious hazards,
which may pose a great threat to the safety of engineering and even the lives of people.
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Therefore, it is necessary and important to strengthen the study of the mechanical behav-
iors and mechanisms of rock [1–7] as well as the early warning of rock failure [8,9]. The
deformation and failure process of rocks is always associated with energy changes; conse-
quently, temperature variations can be observed during the process. This provides us with
a method to study the characteristics and mechanism of rock deformation and fracturing
by monitoring the temperature variation [10]. These studies can be useful for a better
understanding of the mechanisms of deformation and failure in rock engineering, such as
rockbursts in tunnels and landslides of rocks. They may also be helpful for supplying some
temperature precursor information for guiding prediction on the failure of rock [11–13].

Actually, the relation between rock failure and temperature variation has been applied
to much research on seismic temperature anomalies. Through the study of earthquakes, it
is found that rocks within a certain range of the earthquake areas are often accompanied by
temperature anomalies during the seismogenic process and after the earthquake [14,15]. In
order to explore the temperature anomalies of rocks, many experts and scholars have done a
lot of research and analysis on the temperature anomalies by using different technologies. In
the early stage, through the visual interpretation of the infrared radiation image monitored
by the satellite [16], it was found that there were obvious infrared radiation anomalies
near the earthquake area from days to months before the earthquake [17], and the anomaly
area was mainly distributed along the fault near the epicenter [18]. Later, in order to
analyze the variation characteristics of infrared radiation anomalies, the wavelet transform
method [19], the background field removal method [20], the multi-channel method [21],
and the power spectrum method [22] were proposed to further quantitatively analyze
the image, which improved the ability of using infrared radiation images to analyze
infrared radiation anomalies before and after earthquake events. In addition to the use
of satellite data, the temperature observation of bedrock at different depths was also
observed by means of borehole temperature measurement [23–25]. It is recognized that
there are not only heating but also cooling areas before the earthquake, and the precursor
information has the characteristics of near field, structural correlation, and sensitivity
to stress changes. The researchers used different technical means and data processing
methods to study the temperature anomalies before and after the earthquake. During the
earthquake preparation process, they realized that there were temperature anomalies in the
rocks in the earthquake area and summarized the spatial and temporal characteristics of
the temperature anomalies. However, because technologies such as satellite monitoring,
borehole temperature measurement, and so on are usually affected to varying degrees by
factors such as complex terrain, changeable climate, vegetation cover, stress disturbance,
and so on, the accuracy of temperature data is also affected. In addition, because of the
different geological structures, in-situ stresses, and formation lithology in various regions,
it is difficult to systematically study the characteristics and mechanism of temperature
changes. Consequently, the relation between temperature variation and the deformation
and fracturing of rock during the earthquake process is still not clearly known, especially
the mechanism, which still needs to be investigated.

Because more accurate experimental conditions can be applied and the temperature
of rock can be measured more precisely in the laboratory, researchers have conducted
a series of laboratory experiments to study the temperature effect of rock during the
deformation and fracturing processes. Uniaxial compression [26], multiaxial compression
and shear tests [27,28] on rocks with different lithologies [29] proved that the infrared
radiation of rocks would change under different stress conditions. In order to accurately
grasp the characteristics of infrared radiation evolution, a variety of methods were used to
process the infrared radiation data [30]. In addition to using the average temperature [31],
a variety of parameters were also introduced to characterize the temperature evolution
process and predict rock failure, for example, the temperature standard deviation index [32],
characteristic roughness, entropy, and variance [33], continuous minimum infrared image
temperature variance [34], instantaneous variance of infrared image sequence [35], infrared
radiation b value [36], temperature concentration coefficient [37], and temperature variation
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coefficient [38]. On this basis, the influencing factors of infrared radiation are further
studied. It is considered that the temperature change is related to the type of fracture [27],
water in rock [39], volume strain [40], stress [41], and heat conduction effect [42]. In these
studies, the temperature evolution can be captured and analyzed in conjunction with the
stress-strain curves and macro-fractures; however, these studies are always based on the
observation of the temperature change of the rock, with no detailed information including
the stress and strain distribution, the micro-crack initiation and propagation, etc., known.
Consequently, the mechanism of the temperature variation during the rock deformation
and fracturing process is still not clear.

In recent years, the development of numerical modeling has provided us with a new
way of analyzing mechanical and thermal behaviors. Wang et al. [43] carried out a series of
numerical calculations on metal materials with a finite element numerical calculation of
metal materials. In addition, the results show that elastic tension causes a temperature drop,
while elastic compression causes the temperature to rise in the elastic stage. However, if the
material is in the elastic-plastic deformation range, plastic tension, elastic compression, and
plastic compression lead to an increase in the material temperature, while elastic tension
leads to a decrease in the material temperature. However, numerical methods based on
continuous modeling methods, such as the finite element method and boundary element
method, are difficult for studying the dominant mechanisms of rock failure processes
related to micro-crack initiation, propagation, and coalescence [44]. The discrete element
method can simulate different arrangements of rock grains, the initiation, propagation,
and coalescence of micro-cracks, and obtain the evolution of stress and strain distribution
during the process, so it provides a better way for understanding the characteristics and
mechanism with more detailed information. Nonetheless, this type of modeling is always
adopted to study the influence of temperature on the mechanical behaviors of rock [45,46],
while it is still required to develop an effective method to analyze the temperature variation
during the deformation and fracturing process based on discrete element modeling. Liu
et al. [47] applied the discrete element method to study the thermal effect in the process of
rock failure, considering three kinds of heat, i.e., viscous heat, frictional heat, and breaking
heat. In fact, it is believed that the thermoelastic effect [48] should not be ignored. In
addition, the heat conduction effect between the rock particles should also be considered in
the modeling.

Inspired by the above-mentioned research developments and problems, this paper
intends to propose a particle flow modeling method to simulate and analyze the tem-
perature variation of rock during deformation and fracturing based on energy analyses,
considering four factors affecting temperature, including the thermoelastic effect, friction
effect, damping effect, and heat conduction effect. A particle flow model will be built and
calibrated based on laboratory experiments, and further characteristics and mechanism
studies will be conducted consistently, considering different influencing factors based on
the particle flow modeling method proposed in this paper. This proposed method can
be applied to different types of rock under different stress conditions to investigate the
characteristics and mechanism of temperature variation during the rock deformation and
fracturing process, which will be very helpful for guiding the stability analyses and hazard
control in rock engineering.

2. Temperature Variation in Particle Flow Modeling Based on Energy Analyses

The temperature calculation in the particle flow model should be based on the energy
change. It is required to monitor the energy generation and transfer for each particle during
the deformation and fracturing processes of a rock model. The heat change will be affected
by the energy contributed by the thermoelastic effect, friction effect, and damping effect. In
the meantime, the heat conduction effect should also be considered for energy transfer. It is
assumed that the above-mentioned energy will all be converted to heat, and thereafter the
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temperature can be computed based on the heat. The temperature change of each particle
can be calculated as follows:

∆T = ∆Tt + ∆Tf + ∆Td + ∆Th (1)

where ∆T is the temperature change of each particle, ∆Tt is the temperature change caused
by the thermoelastic effect, ∆Tf is the temperature change caused by the friction effect, ∆Td
is the temperature change caused by the damping effect, ∆Th is the temperature change
caused by the heat conduction effect.

The application of the thermoelastic effect, friction effect, damping effect, and heat
conduction effect in the model is discussed below.

2.1. Thermoelastic Effect

The thermoelastic effect indicates the physical behavior that a small change in tempera-
ture will occur when the material is subjected to an elastic strain change induced by loading
or unloading, and the thermoelastic effect is always described with Equation (2) [49]:

∆Tt = −T0
α

ρCp
∆σkk (2)

where T0 is the initial temperature, α is the coefficient of thermal expansion, ρ is the density,
Cp is the specific heat capacity at constant pressure, and ∆σkk is the variation of the principal
stress sum.

Although the real rock grains have micro-structures, a simplified and conceptual model
is used in the particle flow modeling, where the particle is assumed to be intact and rigid,
and the elastic deformation is simulated with the overlap between particles [50]. Therefore,
the thermoelastic effect should be specially considered for the particles to calculate the
temperature change in the rock grains.

According to the stress analysis in elastic mechanics, the principal stresses (σ1, σ2)
under plane stress state have the following relation with the stress components (σx, σy):

σ1 + σ2 = σx + σy (3)

Consequently, in PFC2D modeling, the temperature change ∆Tt of each particle
induced by the thermoelastic effect between time steps t and t + 1 can be expressed as:

∆Tt = T0
α

ρCp

[(
σx + σy

)
t+1 −

(
σx + σy

)
t

]
(4)

During the calculation, it is assumed that the thermal expansion coefficient α, par-
ticle density ρ, and specific heat capacity Cp are constants, as the changes in tempera-
ture and pressure cannot have considerable influences on these parameters during the
testing process.

2.2. Friction Effect

When there is a relative displacement between two contacted particles, the friction will
take effect, and the friction energy will contribute to the heat and hence lead to a change
in temperature.

In particle flow modeling, friction energy Eµ is defined as a kind of cumulative energy,
updated in the program as Equation (5) [51]:

Eµ := Eµ − 1
2

((
Fl

s

)
0
+
(

Fl
s

)
1

)
·∆δ

µ
s (5)

where (Fs
l)0 is the linear shear force at the beginning of the time step, (Fs

l)1 is the linear
shear force at the end of the time step, and ∆δs

µ is the relative sliding shear displacement.
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The friction energy in the loading process is thought to be completely converted into
heat Qf:

Qf = Eµ (6)

Thereafter, the temperature change ∆Tf caused by the friction effect can be obtained
according to the heat calculation formula:

Qf = Cpm∆Tf (7)

where Cp is the specific heat capacity at constant pressure and m is the mass of the particle.
It should be noted that the heat Qf is assumed to be equally distributed between the two
contacted particles.

2.3. Damping Effect

In the particle flow modeling, the damping is required to dissipate the kinetic energy
associated with the seismic waves [47], so the dissipated kinetic energy will contribute to the
production of heat. The damping can be considered at either the normal or shear directions
on the contact between two particles, with the normal or shear critical damping ratio. The
definition of the damping model is introduced in [51] with more detailed descriptions
and equations.

Consequently, similar to the friction energy, the damping energy Ed on contact can
also work on the particles to cause a temperature rise. In particle flow modeling, damping
energy is also defined as a type of cumulative energy, and it is updated as Equation (8) [51]:

Ed := Ed − Fd·
( .

δ∆t
)

(8)

where Fd is the damping force,
.
δ is the relative velocity, and ∆t is the time step.

It is assumed that the work done by the damping on the particles is all converted into
heat Qd:

Qd = Ed (9)

Thereafter, the temperature change ∆Td caused by the damping effect can be obtained
according to the heat calculation formula:

Qd = Cpm∆Td (10)

where Cp is the specific heat capacity at constant pressure and m is the mass of the particle.
It should be noted that the heat Qd is assumed to be distributed equally between the two
contacted particles.

2.4. Heat Conduction Effect

Heat conduction will occur when there is a temperature difference between the con-
tacted particles; therefore, the heat conduction effect cannot be ignored when computing a
change in temperature. The heat conduction effect does not cause a change in total heat,
but only transfers heat from one particle to another.

In the particle flow modeling, the thermal material is represented as a network of heat
reservoirs (associated with each particle) and thermal contacts (associated with mechanical
contacts). Heat flow occurs by means of the conduction in the active thermal contacts
connecting reservoirs. Each particle represents a heat reservoir, and each reservoir has
a series of properties including temperature, mass, volume, specific heat capacity, and
coefficient of linear thermal expansion. The thermal contact connects two heat sources, and
the heat flow occurs only through the thermal contact [51].

Although temperature change may occur due to strain change, it should be noted
that this temperature change can be assumed to be negligible for quasi-static mechanical
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problems. The heat conduction effect can be described with the heat conduction equation
for a continuous medium [51]:

− ∂qi
∂xi

+ qv = ρCv
∂T
∂t

(11)

where qi is the heat flux vector, xi is the location, qv is the volume heat source intensity or
power density, ρ is the mass density, Cv is the specific heat capacity at constant volume, T
is the temperature, and t is the time.

Note that for nearly all solids and liquids, the specific heat capacities at constant
pressure and at constant volume are essentially equal. Consequently, Cp and Cv can be
used interchangeably [51].

3. Comparison Study on Experimental and Numerical Results
3.1. Laboratory Experiment

The uniaxial compression experimental study on marble specimens [52] is used here
for the calibration of the numerical model and the comparison analyses. In the labo-
ratory experiment, the marble specimen has the size of 50 mm × 50 mm × 100 mm,
and the main minerals are dolomite (96.98%) and calcite (3.02%). The uniaxial compres-
sion tests were conducted using an electric servo-hydraulic material testing machine
(INSTRON 1346) with a constant strain rate of 4 × 10−5/s. Complete stress-strain curve has
been obtained (Figure 1), and it is shown that the uniaxial compressive strength (UCS) is
124 MPa (σc = 124 Mpa) and the elastic modulus is 23 GPa. During the experimental
process, an uncooled infrared thermographic camera (SC7000 FLIR) with the temperature
sensitivity of 0.01 ◦C was used to monitor the variation of rock temperature by capturing
infrared radiation (IRR) images at a 100 Hz frame rate (Figure 2). The images show that
the temperature accumulates on the surface of the specimen during the pre-peak stage,
while the macro fractures lead to a more heterogeneously distributed temperature in the
post-peak stage.
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at different stress levels (a) 0.1 σc; (b) 0.4 σc; (c) 0.8 σc; (d) σc; (e) 0.1 σc [52].

3.2. Numerical Modeling

In this paper, a 100 mm × 50 mm rectangular rock model is built with PFC2D. The
mechanical model should be established first; thereafter, the thermodynamic model would
be built on the basis of the mechanical model. When the model is running, applying axial
loading leads to a change in stress distribution in the model. The stress change will induce
a change in temperature distribution caused by the thermoelastic effect, friction effect,
damping effect, and heat conduction effect as described in Section 2. In the meantime,
the change in temperature will also have an influence on the stress distribution in the
model. The calculation process of this thermo-mechanical coupling model is demonstrated
in Figure 3.
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A flowchart for the work process in this study is shown in Figure 4. This process
includes several main steps, as follows:

(1) Building the particle flow model and calibrating the mechanical parameters accord-
ing to the mechanical behaviors (macro mechanical properties) in the laboratory
compression test results;

(2) Calibrating the thermal parameters according to the temperature variations (macro
thermal properties) in the laboratory compression test results;

(3) Conducting a series of numerical experiments and sensitive analyses considering
different factors for the further mechanism studies.
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According to the flowchart in Figure 4, the mechanical model is built first with a linear,
parallel bond model between particles. The calibrated parameters of the model are listed in
Table 1. The numerical uniaxial compression experiment shows that this model has similar
stress-strain behavior to the laboratory experimental result (Figure 1). The calculated UCS
is 125 MPa, and the elastic modulus is 22.8 GPa, which are also very close to the laboratory
experiment results.

Table 1. Microparameters of the contact bond model and parallel bond model.

Microparameter Definition Value

E* (GPa) Effective modulus 7
µ Friction coefficient 0.8
βn Normal critical damping ratio 0.5
βs Shear critical damping ratio 0.0

E* (GPa) Bond effective modulus 17
k* Normal-to-shear stiffness ratio 1.5

σc,ave (MPa) The average of tensile strength 51
σc,var (MPa) The variance of tensile strength 10
c,ave (MPa) The average of cohesion 110
c,var (MPa) The variance of cohesion 20

φ,ave (◦) The average of friction angle 30
Φ,var (◦) The variance of friction angle 10

Rmax/Rmin Particle size ratio 1.6
Rave (mm) The average of particle size 0.5
ρ (kg/m3) Density 2620

The thermodynamic model is built by implanting the thermodynamic calculation
scheme into the above-mentioned mechanical model [53], and three steps are required
as follows:

(1) Giving the basic thermal parameters. The basic thermal parameters are given as
shown in Table 2.

(2) Distributing the thermal contact model. The thermal pipe contact model is distributed
between particles and has two modifiable parameters: the thermal expansion coeffi-
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cient, α, and the thermal resistance, η. The thermal resistance is calculated according
to the thermal conductivity [51]:

η =
1
2k

(
1 − n

∑Nb
V(b)

)
∑
Np

l(p) (12)

where k is the thermal conductivity, n is the porosity, V is the volume of particles, Nb
is the number of particles, Np is the activated heat pipe, and l(p) is the heat pipe length
related to particles.

(3) Setting the initial and boundary conditions. An adiabatic environment is created by
setting a null thermal contact model between the walls and the particles. The null
thermal contact model does not participate in the conduction of heat, so there is no
heat exchange between the particles and the walls. The initial temperature is set at
26.85 ◦C (300 K).

Table 2. Thermal parameters of the granite thermodynamic model [based on [54]].

Thermal Expansion Coefficient
(K)

Specific Heat Capacity
(J (kg·K))

Thermal Conductivity
(W/(m·K))

1.35 × 10−5 800 2.68

3.3. Comparison Study

The model was loaded at a constant strain rate of 1/s. During the loading process, the
average temperature change ∆Tave was recorded as Equation (13):

∆Tave =
1
i ∑i

1 Ti (13)

where i is the number of particles and Ti is the temperature of the i-th particle.
The change in average temperature change ∆Tave exhibited in Figure 5 is associated

with increasing axial strain and stress, respectively. According to Figure 5a, for both the
laboratory and numerical experiments, ∆Tave increases gradually with the increasing strain
to a maximum value of about 0.28 ◦C and then goes down quickly. It should be noted
that there is a small gap between the two curves because the compaction-induced strain at
the initial loading stage cannot be shown in the particle flow model with densely packed
balls [55]. Figure 5b shows that the general trend of ∆Tave in the numerical model has quite
a good agreement with that in the laboratory experiment.
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Figure 5. Changes in average temperature ∆Tave are associated with increasing axial strain (a) and
axial stress (b) in the laboratory experiment and the numerical experiment.
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The temperature distribution image is shown in Figure 6. The temperature distribution
on the rock surface is more uniform in the early stages of loading, and the discreteness of
the temperature distribution increases after the model is broken.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 10 of 18 
 

The temperature distribution image is shown in Figure 6. The temperature distribu-
tion on the rock surface is more uniform in the early stages of loading, and the discreteness 
of the temperature distribution increases after the model is broken. 

 
Figure 6. Particle temperature diagram of the numerical experiment at different stress levels (a) 0.1 
σc; (b) 0.4 σc; (c) 0.8 σc; (d) σc; (e) 0.1 σc. 

In order to have a better understanding of the characteristics and mechanism of tem-
perature distribution, the temperature images (Figure 6) as well as the force chains (Figure 
7) and crack propagation (Figure 8) of the specimen are obtained at different stress levels 
(0.1 σc, 0.4 σc, 0.8 σc, σc, 0.1 σc) during the numerical experiment. Compared with Figures 2 
and 6, it is observed that the temperature increases with the axial stress increasing to the 
peak stress σc, and this general trend is similar to the phenomenon of the laboratory ex-
periment shown in Figure 2. Meanwhile, the temperature variation range of the rock spec-
imen is about −0.1 °C–0.3 °C, and the temperature variation range of the model is about 
−0.1 °C–0.5 °C. The variation ranges in the laboratory experiment and the numerical ex-
periment are very close. 

 
Figure 7. Force chain diagram of a numerical experiment at different stress levels (a) 0.1 σc; (b) 0.4 
σc; (c) 0.8 σc; (d) σc; (e) 0.1 σc. 

 
Figure 8. Crack propagation diagram of the numerical experiment at different stress levels (a) 0.1 
σc; (b) 0.4 σc; (c) 0.8 σc; (d) σc; (e) 0.1 σc. 

Figure 6. Particle temperature diagram of the numerical experiment at different stress levels
(a) 0.1 σc; (b) 0.4 σc; (c) 0.8 σc; (d) σc; (e) 0.1 σc.

In order to have a better understanding of the characteristics and mechanism of
temperature distribution, the temperature images (Figure 6) as well as the force chains
(Figure 7) and crack propagation (Figure 8) of the specimen are obtained at different stress
levels (0.1 σc, 0.4 σc, 0.8 σc, σc, 0.1 σc) during the numerical experiment. Compared with
Figures 2 and 6, it is observed that the temperature increases with the axial stress increasing
to the peak stress σc, and this general trend is similar to the phenomenon of the laboratory
experiment shown in Figure 2. Meanwhile, the temperature variation range of the rock
specimen is about −0.1 ◦C–0.3 ◦C, and the temperature variation range of the model is
about −0.1 ◦C–0.5 ◦C. The variation ranges in the laboratory experiment and the numerical
experiment are very close.
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However, there are also several differences between the laboratory and numerical
experiment results, as follows:

(1) The temperature rise covers most of the area in the numerical model (Figure 6d),
while it is much more significant in the middle part than the two ends of the rock
specimen (Figure 2d). This difference is due to the adiabatic environment applied
in the numerical model. There is no heat exchange between the specimen and the
sidewalls connected to the two ends in the numerical model, but the heat will flow
to the steel loading platen in the laboratory experiment, so the temperature in the
rock specimen is quite lower than that at both ends. This is also the reason why the
temperature variation range in the numerical model (−0.1 ◦C–0.5 ◦C) is slightly larger
than that in the rock specimen (−0.1 ◦C–0.3 ◦C).

(2) The temperature variation is more heterogeneous in the numerical model (Figure 6d)
than that in the rock specimen (Figure 2d) in the laboratory experiment. At the initial
stage of loading, the temperature is low and evenly distributed for both the numerical
model and rock specimen. As the loading continues, the temperature increases and
decreases are more clearly observed in different areas of the numerical model. This can
be better understood when compared with the distribution evolution of force chains
(Figure 7) and crack propagation (Figure 8). The larger contact force means higher
concentration, which will lead to a localized temperature rise. Crack propagation can
induce some stress drop and, as a result, some localized temperature reduction. This
result is more obvious in the 2D numerical model than in the rock specimen because
the stress concentration may occur inside the specimen and crack propagation may
not go through it [52]. Another possible reason is that the heat exchange between
the rock and the steel loading platen or the air environment is helpful for a more
homogeneously distributed temperature. In the post-peak stage, macrofractures can
be observed in both the rock specimen (Figure 2e) and numerical model (Figure 6e),
and the temperature distributions are both heterogeneous, showing the temperature
variation influenced by the fractures.

According to the comparison between the numerical and laboratory experiments, it
can be seen that the temperature variation can be generally modeled by the particle flow
modeling method provided by this research. Although there are some differences owing
to the different test environments in the numerical and physical conditions, the general
variation trends of the temperature value and distribution are quite similar. Furthermore,
the particle flow model can be used to carry out a series of consistent studies on the
mechanism, considering different factors. This will be discussed in the next section.

4. Discussion
4.1. Characteristics of Temperature Change and Mechanism Analyses

In order to know more about the mechanism of the temperature change, ∆Tave is
studied in combination with the temperature change contributed by the thermoelastic
effect, friction effect, and damping effect during the loading process. It should be noted
that the heat conduction effect is not analyzed here because it does not produce or release
heat but only transfers heat between different particles. The microcrack number is also
compared here to observe its influence on the temperature change. The curves are shown
in Figure 9. According to the characteristics of temperature change, the whole process is
divided into three stages: stage a, stage b, and stage c.

Stage a: The average temperature change ∆Tave increases linearly with increasing axial
strain. The axial stress also increases linearly in this stage. The temperature contributed by
the thermoelastic effect grows significantly while the curves for the other effects remain
about zero, indicating that the temperature rise is almost entirely caused by the thermoe-
lastic effect. The number of microcracks is almost zero, meaning that no obvious crack
propagation occurs at this stage.
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Figure 9. Axial stress, number of micro-cracks, and average temperature change with the axial strain
during the numerical experiment under uniaxial compression.

Stage b: The average temperature change ∆Tave continues to grow at a decreasing
growth rate until it reaches the peak value. The thermoelastic effect still plays a dominant
role in the temperature sources, and the growing trend is very similar to that of ∆Tave. In
this stage, the friction effect begins to produce some temperature and keeps increasing
slowly, and the number of microcracks begins to increase obviously, which leads to a lot
of friction.

Stage c: The average temperature change ∆Tave decreases significantly, accompanied
by a significant decrease in axial stress. The thermoelastic effect is also obviously weakened,
while the friction effect and damping effect are obviously enhanced. The number of
microcracks continues to increase rapidly, and the friction effect produces more heat while
the local stress drop makes the temperature decrease with the rapid crack propagation.

The stress and temperature effects at different stages are very different, owing to the
different internal stress distribution and crack development at different stages. The internal
meso-mechanism needs to be explored more thoroughly.

The model contains many parameters, and different parameters have different effects
on the model. Several important parameters, including the thermal conductivity, friction
coefficient, thermal expansion coefficient, and particle size ratio, are considered in the
following studies to understand their influences on the thermal and mechanical behaviors
of the model.

4.2. Influence of Thermal Conductivity

According to Equation (12), it can be seen that the thermal conductivity affects the
thermal resistance value in the model. The smaller the thermal conductivity, the greater the
thermal resistance. The thermal conductivity is set to be 0.68 W/(m/K), 1.68 W/(m/K),
2.68 W/(m/K), 3.68 W/(m/K), and 4.68 W/(m/K) in five different numerical tests, while
keeping the other parameters constant. Figure 10a shows that the average temperature
changes of the five experiments before the peak almost coincide. Although there is a slight
fluctuation after the peak, the difference is not obvious. As shown in Figure 10b, the peak
strength is also relatively stable. It can be concluded that the thermal conductivity in a
certain range has little effect on the average temperature and peak strength of the model.
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Figure 10. Effect of different thermal conductivity on average temperature change (a); peak stress
and the maximum value of average temperature change (b).

This result proves that the heat conduction effect does not produce heat but rather
determines the amount of heat transferring between particles, so the average temperature
change of the model is almost independent of the thermal conductivity.

4.3. Influence of Friction Coefficient

The friction coefficient is set to be 0.01, 0.1, 0.5, 0.8, and 1 in five different numerical
tests, and its influences on the average temperature change and peak stress are shown in
Figure 11. Before the peak, the growing rate of average temperature change ∆Tave increases
with the increase in friction coefficient. The peak values of ∆Tave and UCS both have
a general trend of slight growth with the increasing friction coefficient, although there
are some small fluctuations. On one hand, the higher friction coefficient causes a higher
temperature rise induced by the friction effect. On the other hand, the higher friction
coefficient leads to a higher UCS, and then the temperature will also increase under higher
axial stress. Above all, the increasing friction coefficient does lead to an increase in average
temperature, although this influence is not very significant. After the peak, the average
temperature change ∆Tave decreases rapidly with the increasing axial strain.

4.4. Influence of the Thermal Expansion Coefficient

The thermal expansion coefficient has a key influence on the thermal properties of
the model. The thermal expansion coefficient of the particles is set to be a series of values
ranging from 1.35 × 10−7/K to 1.035 × 10−5/K. As shown in Figure 12, both the growing
rate and peak value of the average temperature change (∆Tave) increase with the increase
of the thermal expansion coefficient. This result also shows that the thermoelastic effect has
a significant influence on the temperature change.



Appl. Sci. 2023, 13, 3321 14 of 18

Appl. Sci. 2023, 13, x FOR PEER REVIEW 13 of 18 
 

This result proves that the heat conduction effect does not produce heat but rather 
determines the amount of heat transferring between particles, so the average temperature 
change of the model is almost independent of the thermal conductivity. 

 
(a) (b) 

Figure 10. Effect of different thermal conductivity on average temperature change (a); peak stress 
and the maximum value of average temperature change (b). 

4.3. Influence of Friction Coefficient 
The friction coefficient is set to be 0.01, 0.1, 0.5, 0.8, and 1 in five different numerical 

tests, and its influences on the average temperature change and peak stress are shown in 
Figure 11. Before the peak, the growing rate of average temperature change ΔTave increases 
with the increase in friction coefficient. The peak values of ΔTave and UCS both have a 
general trend of slight growth with the increasing friction coefficient, although there are 
some small fluctuations. On one hand, the higher friction coefficient causes a higher tem-
perature rise induced by the friction effect. On the other hand, the higher friction coeffi-
cient leads to a higher UCS, and then the temperature will also increase under higher axial 
stress. Above all, the increasing friction coefficient does lead to an increase in average 
temperature, although this influence is not very significant. After the peak, the average 
temperature change ΔTave decreases rapidly with the increasing axial strain. 

 

(a) (b) 

Figure 11. Effect of different friction coefficients on average temperature change (a); peak stress and 
the maximum value of average temperature change (b). 

  

0 1 2 3 4 5
100

110

120

130

140

150

160

Pe
ak

 st
re

ss
, σ

c (
M

Pa
)

Thermal conductivity, k (W/(m·k))

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Th
e 

m
ax

m
um

 v
al

ue
 o

f a
ve

ra
ge

 te
m

pe
ra

tu
re

 c
ha

ng
e,

 Δ
Τ 

(℃
)

0.0 0.5 1.0
100

110

120

130

140

150

160

Pe
ak

 st
re

ss
, σ

c (
M

Pa
)

Coefficient of friction, μ

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Th
e 

m
ax

m
um

 v
al

ue
 o

f a
ve

ra
ge

 te
m

pe
ra

tu
re

 c
ha

ng
e,

 Δ
Τ 

(℃
) 

Figure 11. Effect of different friction coefficients on average temperature change (a); peak stress and
the maximum value of average temperature change (b).
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4.5. Influence of Particle Size Ratio

Particle size ratio: the ratio of the maximum particle size to the minimum particle
size in the model. Rocks in nature have different structures, even if the rocks of the same
lithology have different particle sizes, so it is necessary to study the effect of particle size on
the thermodynamic properties of the model. The average particle size in different models
remains constant, while the particle size ratio is changed to be 1.5, 2.5, 3.5, 4.5, and 5,
respectively. As shown in Figure 13b, the maximum peak stress is about 150 MPa and the
minimum peak stress is about 120 MPa; the peak strength shows a trend of decreasing first
and then increasing. The particle size ratio has a significant effect on the peak strength.
Similarly, the average temperature change also decreases first and then increases (see
Figure 13a). It can also be concluded that the mechanical properties of the model affect the
thermal properties.
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Figure 13. Effects of different particle size ratios on average temperature change (a), peak stress and
the maximum value of average temperature change (b).

In summary, different parameters have different influences on the thermal and me-
chanical properties of the model. More consistent and comprehensive research should be
carried out in the future to consider more influencing factors, and a better understanding
will be obtained by comparing more laboratory experiments on different rock types.

5. Conclusions

In this paper, a particle flow modeling method based on energy analyses is proposed,
aiming at solving the problems of modeling and analyzing the characteristics and mecha-
nism of temperature variation of rock during deformation and fracturing. The numerical
model has been built and calibrated, and a comparison study has been conducted between
the laboratory and numerical experiment results. On this basis, further discussions have
been held for a better understanding of the mechanism, considering different influencing
factors. There are several conclusions that can be drawn, as follows:

(1) The proposed particle flow modeling method considers four different effects, includ-
ing the thermoelastic effect, friction effect, damping effect, and heat conduction effect.
The theoretical equations for calculating the temperature variation caused by each of
the four effects have been provided, and this supplies a strong foundation for effective
numerical modeling and further mechanism analyses.

(2) The numerical model can well simulate the average value and distribution of the
temperature variation of rock specimens under uniaxial compression, although
there are several differences in the temperature distribution between the labora-
tory and numerical experiment results, owing to different heat exchange conditions
between the physical and numerical environments. It is shown that this proposed
method provides a better way for understanding the mechanism of temperature
variation during the rock deformation and fracturing process, as this model can
give more detailed information, including the evolution of stress and strain distribu-
tion, micro-crack initiation, propagation, coalescence, etc. during the process. This
detailed information can provide a deeper insight into the characteristics and mech-
anisms compared with the field and laboratory observations and the continuous
modeling method.

(3) Based on this proposed modeling method, it is found that the temperature change has
three different stages with different characteristics during the uniaxial compression.
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In the different stages, the different effects play different roles in temperature change,
and the thermoelastic effect has the greatest impact on temperature compared to the
other three effects. In addition, the stress distribution and crack propagation have
obvious influences on the local distribution of temperature.

(4) Four parameters, including the thermal conductivity, friction coefficient, thermal
expansion coefficient, and particle size ratio, have been considered and found to have
different influences on the thermal and mechanical behaviors of the rock specimen
under uniaxial compression. It is shown that the thermal expansion coefficient and
the particle size ratio have more significant impacts on temperature variation than
the other two factors. These findings increase our knowledge on the mechanism of
temperature variation during rock deformation and fracturing processes.

Above all, the proposed modeling method provides a new way to analyze the charac-
teristics and mechanism of rock temperature variation during deformation and fracturing
with more detailed information such as stress and strain distributions as well as micro-
cracks. Although this study only considers intact rocks under uniaxial compression, in
future research, more rock types with different structures under different stress conditions
will be analyzed, and further mechanisms should be studied more consistently and com-
prehensively in combination with the laboratory experiments and the numerical studies
based on the particle flow modeling method proposed in this paper.

This proposed method can be applied for modeling laboratory experiments and
field engineering, and it will be helpful for knowing more about the mechanism of rock
failure in engineering and earthquakes. It may also help us obtain some probable precursor
information for guiding the prediction and early warning of the hazards in rock engineering
and earthquakes.
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