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Abstract: Although learning analytics benefit learning, its uptake by higher educational institutions
remains low. Adopting learning analytics is a complex undertaking, and higher educational in-
stitutions lack insight into how to build organizational capabilities to successfully adopt learning
analytics at scale. This paper describes the ex-post evaluation of a capability model for learning
analytics via a mixed-method approach. The model intends to help practitioners such as program
managers, policymakers, and senior management by providing them a comprehensive overview of
necessary capabilities and their operationalization. Qualitative data were collected during pluralistic
walk-throughs with 26 participants at five educational institutions and a group discussion with seven
learning analytics experts. Quantitative data about the model’s perceived usefulness and ease-of-use
was collected via a survey (n = 23). The study’s outcomes show that the model helps practitioners
to plan learning analytics adoption at their higher educational institutions. The study also shows
the applicability of pluralistic walk-throughs as a method for ex-post evaluation of Design Science
Research artefacts.

Keywords: learning analytics; higher education; adoption; capabilities; design science research;
evaluation

1. Introduction

The digitization of education led to the increased availability of learner data (Ferguson,
2012). These learner data are collected, analyzed, and used to perform interventions to
improve education [1]. This process is called learning analytics (LA). LA is effective in
improving student outcomes [2]. For this reason, many higher educational institutions
(HEIs) seek to adopt LA into their educational processes.

Over the years, researchers designed models, frameworks, and other instruments
to support LA adoption [3–8]. However, despite these models’ existence, only a few
institutions successfully implemented LA at scale [9–11]. The extant implementation
models do not offer practical insights into operationalizing the critical dimensions for LA
adoption [12]. They also only focus on specific elements like policy development and do
not provide solutions to challenges identified by institutions while using the models [8].
This calls for a model that incorporates all dimensions important to successful LA uptake
as well as prescribing in detail how to operationalize these dimensions.

During previous research, we designed a capability model for learning analytics
based on literature [13]. This model was refined by conducting interviews [14]. The
model comprises 30 different organizational capabilities, divided into five categories—see
Figure 1. Definitions for each capability are available as Supplementary Materials (Table S1).
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To increase its practical relevance, the model prescribes multiple ways to operationalize
each capability. For example, the capability Data Quality prescribes the use of common
definitions, standardized labelling of data, automation, timely input, et cetera. This way,
users do not only obtain insight into what capabilities they need to (further) develop
at their institutions, but also what this means in practice. All operationalizations are
available as Supplementary Materials (Table S2). So, the model not only describes the
‘what’, but also prescribes the ‘how’. Intended users of the model are practitioners such as
program managers, policymakers, and senior management who need to plan LA adoption
at their institution.
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The model’s development process followed the steps of the Design Science Research
framework [15]. An essential step in design science research is evaluating the designed
artefact [15–18]. After its design, formative evaluation, and refinement, the model’s validity
must be demonstrated by returning it “into the environment for study and evaluation in the
application domain” [19]. This paper describes the artefact’s evaluation with real users in a
real-world context. It answers the main research question, “Does the Learning Analytics
Capability Model help practitioners with their task of planning learning analytics adoption
at higher educational institutions?” The objective of this research is to (1) evaluate the
effectiveness of the LACM, (2) measure the users’ perceptions of the model’s usefulness, and
(3) evaluate the model’s completeness. To achieve this goal, we organized five pluralistic
walkthroughs with 26 participants responsible for LA implementation at their institution,
conducted a survey, and interviewed seven experts during a group interview.

The relevance of our work is twofold. First, it provides an empirically validated
capability model by applying it in a real-world setting. Our research shows what capa-
bilities are often overlooked when planning the implementation of LA. Second, it further
established pluralistic walk-throughs as an evaluation method in design science research.
Most often, pluralistic walk-throughs are applied to research user interfaces’ usability [20].
However, we used pluralistic walk-throughs to evaluate the capability model. Our work
substantiates pluralistic walk-throughs’ applicability as an evaluation method in situations
where artefacts need to be used in real-world settings while time is constrained.

This paper is structured as follows. In the next section, we will provide an overview of
our study’s background and relevant literature. This includes a description of our artefact’s
design process. We then present the methodology we used for the model’s evaluation, i.e.,
a mixed-method approach comprising pluralistic walk-throughs, a group discussion, and
a survey. Next, we describe the analyses we performed and their outcomes. Finally, we
conclude our work with a discussion on the results and their implications, our study’s
limitations, and directions for future research.
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2. Background

In this section, we describe the background of our study based on relevant literature.
We start with a description of existing LA models and frameworks. Next, the design process
of the capability model is explained. Finally, we describe the evaluation’s role in the design
process from a design science research perspective.

2.1. Learning Analytics Adoption

LA is “the measurement, collection, analysis, and reporting of data about learners and
their contexts, for purposes of understanding and optimizing learning and the environment
in which it occurs” [21]. Although LA enhances education, not many HEIs have adopted
LA at scale yet [9,10]. A systematic literature review by Viberg and others [11] shows that
there is little evidence that LA is used at scale. They conclude that LA tools are deployed
in only 6% of the analyzed research papers. Similar findings are reported by Tsai and
Gasevic [22], who interviewed LA experts and surveyed European HEIs. Only 2 out of 46
surveyed institutions adopted institution-wide LA. HEIs face multiple challenges when
adopting LA, including technical factors, human factors, and organizational factors [23].

Several models aim to overcome implementation challenges and to support LA uptake.
For example, the Learning Analytics Framework [6], the Learning Analytics Readiness
Instrument [3], the Learning Analytics Sophistication Model [7], the Rapid Outcome Map-
ping Approach [5], and the Supporting Higher Education to Intergrade Learning Analytics
framework [8]. However, these models have their shortcomings [9,12,24]. They are often
not grounded in management theory, they lack clear operational descriptions on developing
essential dimensions, and their empirical validation is still low.

To overcome the existing models’ limitations, a capability model for LA was designed:
the Learning Analytics Capability Model (LACM) [13]. This model builds on strategic
management theory, that is, the resource-based view (RBV). The LACM takes a resource-
based perspective because the lack of the right organizational resources is a major reason
for HEIs not to adopt LA [25]. Although resource-based models exist in adjacent research
fields like business analytics and big data analytics [26,27], no such model is available for
the LA domain. Moreover, the capability model provides many ways to operationalize
capabilities in practice. The capability model is a suitable response to the challenges faced
by HEI when implementing LA. For example, the model addresses all four main challenges
summarized by Tsai and others [28]. The capability model prescribed the need to engage
all stakeholders and foster a data-informed culture (challenge 1). It calls for a theory-
driven and evidence-based approach to ensure pedagogical issues are properly addressed
(challenge 2). Since the model is based on the RBV, resource demands are fundamental
to it (challenge 3). Finally, privacy and ethics have a central place in the model as these
comprise one of the five critical categories (challenge 4).

LA aims to improve learning environment, learning processes, and learning out-
comes [29]. It can be applied to achieve a wide variety of goals, e.g., supporting self-
regulated learning, monitoring learning behavior, improving learning materials, measuring
learning gains, and improving retention. As many goals require similar capabilities, the
LACM seems goal-agnostic. So, the model is beneficial to all institutions, independent of
their LA goals. This is reflected in the capability Data Usage, which includes many ways to
use LA in practice.

2.2. Designing a Capability Model for Learning Analytics

The RBV provides a theoretical basis for improving processes, performance, and
creating competitive advantages via the organization’s resources [30,31]. Capabilities refer
to the organization’s capacity to deploy resources to achieve the desired goal and are
often developed by combining physical, human, and technological resources [32]. A key
feature of capabilities is their purpose of enhancing the productivity of organizations’ other
resources [33]. Another key feature is that capabilities are embedded in organizations
and cannot be easily transferred. Thus, HEIs that adopt LA can purchase commodity
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assets like data warehouses and data science software, but they need to develop their own
LA capabilities.

Design science research principles [15] are suitable for providing solutions to wicked
problems. These problems are characterized by complex interaction between the problems’
subcomponents and solutions, and their multidisciplinary nature calls for well-developed
human social abilities. LA implementation involves multiple critical dimensions [6] and
requires a multidisciplinary approach [10,34]. This makes LA adoption a complex problem;
hence, we used design science research principles for the development of an LA capability
model. The DSR Framework [15] is the de facto standard to conduct and evaluate DSR [18].
Design science research projects comprise three cycles: the rigor cycle, the design cycle,
and the relevance cycle [19]. The rigor cycle and design cycle were followed during two
previous studies [13,14]. The next step is the relevance cycle, in which the model’s validity
is evaluated via field testing in the application domain.

2.3. Evaluation of a Design Science Research Artefact

Evaluation of the designed artefacts is a crucial step in design science research [15–18].
A design science research process is a sequence of expert activities that produces a model,
and “[t]he utility, quality, and efficacy of a design artefact must be rigorously demonstrated
via well-executed evaluation methods (p. 85)” [15]. This means that the capability model
must be studied and evaluated in the application domain [19]. Hevner and others [15]
provide guidelines that can be used as criteria and standards to evaluate design science
research. However, there is consensus that not all these guidelines have to be followed to
demonstrate the artefact’s validity [18]. What is important is the need to address and solve
a problem, have a clear design artefact, and perform some form of evaluation. This last
step includes, among others, practice-based evaluation of effectiveness, usefulness, and
ease of use [17]. Evaluation calls for real practitioners as participants and the artefact’s
instantiation. This is achieved via the use of empirical evaluation methods [35].

3. Materials and Methods

This section describes our research goal and the research questions we will answer in
our study. We then elaborate on the mixed method approach we used. Next, we present
the setup of our data collection, as well as the used research instruments. A pilot test was
held to increase the research’s rigor. Finally, we give an overview of the analyses that we
performed on the collected data.

3.1. Research Goal and Methods

The main research question for this research is, “Does the Learning Analytics Capa-
bility Model help practitioners with their task of planning learning analytics adoption at
higher educational institutions?”

As suggested by Prat and others [17], we applied a commonly used evaluation style,
namely practice-based evaluation. Three evaluation criteria are applied. First, we need
to establish that the capability model works in a naturalistic situation, i.e., to measure its
effectiveness [36]. Second, since the model is used in the application domain, it is also
important to include its usefulness in the evaluation, i.e., the “degree to which the artefact
positively impacts individuals’ task performance (p. 266)” [17]. Finally, a third element for
the evaluation of models relates to their completeness [15,37]. Completeness can be defined
as the “degree to which the structure of the artefact contains all necessary elements and
relationships between elements (p. 266)” [17].

To ensure the quality of our study, we used different research methods. Mixed-method
research increases research data confidence as one method’s weaknesses are counterbal-
anced with another’s strengths and vice versa [38]. Three different methods are applied:
(1) pluralistic walk-throughs, (2) expert evaluation via a group discussion, and (3) a survey.
Table 1 provides details on data collection and analysis. We provide argumentation for the
use of these methods in the following subsections.
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Table 1. Relation between the evaluation criteria, methods, and data analysis.

Evaluation Criteria Method for Data Collection Method for Data Analysis

EC1: Is the capability
model effective?

• Pluralistic walk-throughs • Coding of roadmaps
and transcripts

EC2: Is the capability model
perceived useful?

• Group discussions
• Survey

(closed-ended questions)

• Coding of transcripts
• Descriptive statistics

EC3: Is the capability
model complete?

• Group discussions
• Survey (open-ended

question)

• Coding of transcripts
• Coding of answers to

open-ended question

3.2. Pluralistic Walk-Throughs

In an optimal situation, the implementation of LA with the capability model’s support
was studied over time in a real-world environment. However, in practice, such a process
takes multiple years. As time is constrained, we opted for a method that simulates the
model’s use in a real-world setting, but faster. Prat and others [17] suggest to creatively
and pragmatically generate new evaluation methods. In line with this suggestion, we
used pluralistic walk-throughs. A pluralistic walk-through, also known as participatory
design review [39], allows for reviewing a product design by a group of stakeholders with
varying competencies [20]. This aligns with the model’s goal, as stakeholder involvement
is an important element in LA implementation [34]. One benefit of conducting pluralistic
walk-throughs is that it is rapid and generates immediate feedback from users, reducing
the time necessary for the test–redesign–retest cycle [40]. Moreover, they are cost-effective
and easy-to-use [35]. Pluralistic walk-throughs are often utilized to evaluate user interfaces
and validate other sorts of IT artefacts [39,41]. For instance, Dahlberg [42] evaluates an
application’s design in its working context during five walk-throughs. Pluralistic walk-
throughs are used in the LA domain before. For example, to support an LA toolkit design
for teachers [43].

Based on the characteristics provided by Bias [20], we designed the following pluralis-
tic walk-through for practitioners:

• We organized multiple sessions with stakeholders from different institutions as par-
ticipants. In each session, the participants were from one single organization. They
were the capability model’s target users—policymakers, senior managers, program
directors, learning analysts, et cetera (characteristic 1). Each pluralistic walk-through
lasted between two and three hours.

• To complete a planning task, the participants used the capability model. A digital
version of the model was available to support the task (characteristic 2). Details on the
digital tool are provided in Section 3.6.

• During the pluralistic walk-through, participants were asked to solve a planning task:
plan the implementation of an LA program at their institution to reach a predefined
goal they have with LA (characteristic 3). This task led to a ‘roadmap’ in which
implementation process for the next two years was planned.

• During the pluralistic walk-throughs, one researcher represented the designers of
the capability model. Another researcher took notes on interesting situations when
the participants performed the task (characteristic 4). We also video-recorded each
walk-through so they could be transcribed and analyzed.

• At the end of each pluralistic walk-through, there was a group discussion moderated
by the researchers. During the discussion, participants elaborated on decisions made
during the process and discussed whether the capability model provided sufficient
support to complete the task (characteristic 5).

Similar to Rödle and others [44], we split each walk-through in two phases. We did so
to test whether the capability model gave participants new insights in what capabilities are
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important for the uptake of LA. The first phase was a baseline measurement to research
what capabilities are already known and identified as important by the participants without
the use of the capability model. In the second phase, we introduced the model and
measured what capabilities were present in the roadmap they made during phase one.
To make the capabilities measurable, we formulated between one and three questions for
each capability based on their definitions. The participants were asked to analyze and
enhance the roadmap they made in the previous phase using the capability model. This
showed the effectiveness of the model (evaluation criterium 1). Afterward, we discussed
the outcomes as well as the model’s usefulness and completeness with the participants
(evaluation criteria 2 and 3). To stir the discussion, we presented the following three
statements to the participants to react on:

• The capability model positively contributes to the adoption of LA by Dutch HEIs.
• The operational descriptions provided by the model help to make the adoption of LA

more concrete.
• The capability model is complete. That is, there are no missing capabilities that are

important to the adoption of LA by HEIs.

As usability is only one element we wish to evaluate, we decided to broaden the scope
and invite LA experts rather than usability experts. Since the experts already know much
about LA’s capabilities and the capability model will provide them with fewer new insights
than the novice practitioners; the novice practitioners’ input can be collected separately.
All sessions were hosted online via Microsoft Teams or Zoom to comply with COVID-19
regulations at that time.

3.3. Expert Evaluation

Variations on the characteristics of pluralistic walk-throughs exist. Riihiaho [45]
separates users’ and experts’ participation to give sufficient credit to the users’ feedback
and to save participants’ time. We opted for the same approach and organized different
meetings for novice practitioners (with no or limited experience with LA implementation)
and experts (much experience with LA implementation). During an expert evaluation, an
artefact is assessed by one or multiple experts [16]. We invited experts with multiple years
of experience in implementing LA at their institution to participate in a group discussion.
Group discussions, also known as group interviews, have multiple advantages compared
to individual interviews. The interaction between participants enriches the data, leads to
more follow-up questions, and they are relatively easy to organize and conduct [46].

The experts were asked to use the capability model to identify what capabilities are
already present at their own institution and to investigate which ones are still missing. This
task gave them hands-on experience with the model. We then organized a group discussion
to research whether they deem the capability model useful for practitioners who want to
implement LA (evaluation criterium 2) and whether they believe the model is complete
(evaluation criterium 3). During the session, a presentation on the development of the
capability model was given first. Next, the outcomes of the experts’ interaction with an
online tool were presented, followed by a group discussion. During this discussion, we
asked the experts to react to the statements presented earlier.

3.4. Survey

Participants to both the pluralistic walk-throughs and the expert evaluation were
asked to anonymously fill out an individual survey. Together with the data collected during
the group discussions, the survey data are used to measure evaluation criterium 2. Surveys
help to provide generalizable statements about a study’s object and are a good method for
verification [47].

In the survey, participants could score the capability model’s usefulness, ease-of-use,
and describe why it is (not) helping them implement LA at scale at their institution. To
this end, we asked questions derived from the Technology Acceptance Model (TAM) [48].
This model measures peoples’ intentions to use a specific technology or service. It is one of
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the most widely used models in Information Systems research [49] and has been applied
in the LA domain before [50,51]. In line with the latter studies, we focused on perceived
usefulness and ease-of-use, ignoring external variables. External variables include user
involvement in the design [52], which was not the case when developing the capability
model. Usefulness and ease-of-use proved to be important to the acceptance of technology
in the educational domain [53] and capture the personal side of design science research [17].
For our survey, we used the same questions as Ali et al. [50], who studied the adoption of
LA tools. Although we tested a model’s usefulness instead of an LA tool’s usefulness, we
instantiated our model via a tool and deemed the same questions relevant.

The survey comprised 10 questions: three questions about the model’s general per-
ception, three questions about the perceived usefulness, and three about the ease-of-use.
Answers were given by a Likert response scale of 1 (totally disagree) to 5 (totally agree). The
tenth question was an open one on why the capability model is (not) helping participants
implementing LA at their institution. As all participants in our sessions are Dutch-speaking,
the original questions from Ali and others [50] were separately translated from English to
Dutch by two researchers. Any discrepancies were discussed before finalizing the question-
naire. Surveys were distributed via Microsoft Forms. The survey questions are presented
in Appendix A.

3.5. Participants

We now describe the participants’ selection and characteristics for both the pluralistic
walk-throughs and the expert evaluation.

3.5.1. Participants for Pluralistic Walk-Throughs

A call for participation in our walk-through was made via SURF Communities, a Dutch
website about innovation in the educational domain. The call was aimed at policymakers, IT
staff, information managers, project managers, institutional researchers, and data analysts
from HEIs with limited experience with LA but wanting to boost and scale up its use. We
described the sessions’ goal and set-up and asked to get in touch with those interested
in participating. Five institutions signed up to the pluralistic walk-throughs: one Dutch
technical university, two Dutch universities of applied sciences, one Dutch institution for
senior secondary vocational education, and one Belgian university of applied sciences.

3.5.2. Participants for Expert Evaluation

The experts all participate in a national program to boost the use of LA in the Nether-
lands. Via already-established contacts, we were able to organize a meeting with these
experts. At the time of the session, the project ran for two years. However, most experts
have a longer history of implementing LA. Therefore, they have profound knowledge and
practical experience with the adoption of LA. During the session, seven experts from seven
different institutions were present.

3.6. Tools and Pilot Session

Testing research instruments is an important step to increase a study’s rigor [54].
Therefore, we performed one pilot session and used the experience gained during that
session to enhance research materials, planning, tools, et cetera. Based on the pilot, some
small adjustments were made, such as assigning a chairman/chairwoman and asking this
person to lead the tasks at hand, formalizing discussion statements rather than asking open
questions, or posting the assignments in the online chat so they could be read again.

One major change was made to the way the roadmap is enhanced in the second
phase of the pluralistic walk-through. To this end, we used a custom-built, online tool.
In this tool, the 814 operational descriptions from the capability model are clustered in
138 different subgroups. Per subgroup, one question was formulated, and each question
could be answered with either ‘Yes’ or ‘No’. After answering, the tool calculated to what
degree capabilities are already present and provided advice on building the missing ones.
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However, during the pilot session, it became clear that answering all 138 questions took
a very long time. This made the walk-through tedious. The questions were also too
detailed compared to the elements described in the roadmap. Therefore, we decided to
formulate questions at a first-order capability-level instead. This reduced the number
of questions to 37. As we could not change the online tool on short notice, an Excel file
with drop-down menus, conditional formatting, and pivot tables was used instead to
support the task of refining the roadmap. The Excel file was used during the other four
pluralistic walk-throughs.

3.7. Analysis

When we determined what properties of the capability model to evaluate, we needed
to consider in what way the collected data would be analyzed [36]. With regards to
the qualitative data, we analyzed what capabilities were present in the roadmaps made
during the pluralistic walk-throughs. We did so via axial coding with codes derived
from the capability model. Two researchers individually coded all statements made in
the roadmaps. They used the capabilities’ definitions (Table S1) as a reference guide.
Afterwards, any discrepancies between coders were discussed until consensus was reached.
To further enhance our research’s quality, we verbatim transcribed the audio recordings
of the pluralistic walk-throughs. These transcripts were also coded via axial coding and
analyzed to see whether the roadmaps’ capabilities reflect what was discussed during the
roadmaps’ design process. All coding was performed in Atlas.ti. Coded data were used to
research the frequency of appearance of the different capabilities.

The quantitative survey data were analyzed using descriptive statistics. There are
two streams of thinking on whether Likert scales should be considered as ordinal data or
interval data [55]. In line with other scholars within the LA domain [50,51] and since our
survey contains more than one Likert item, we deemed our data at interval level [55]. This
allowed for calculating mean scores and standard deviations.

4. Results

In this section, we present the results of our research. In total, 26 practitioners from
five different educational institutions participated in the pluralistic walk-throughs. The
institutions want to use learning analytics for different goals: improving retention, improv-
ing assessments, monitoring learning behavior, and supporting students’ choices regarding
elective courses. Intended users are teachers and students. One institution did not want
to commit to a particular goal; they suggested consulting relevant stakeholders first and
made this part of their implementation roadmap. The modal number of participants is
four per session. This is in line with other studies that use pluralistic walk-throughs as
a research method, where the number of participants lies between 3 and 18 [56,57]. The
characteristics of the participating institutions are described in Table 2. The institutions’
names are substituted with fictional ones to ensure anonymity. Besides the pluralistic
walk-throughs, we organized a group discussion with expert users to discuss the capability
model. During this group discussion, seven experts were present and commented on the
model. For our survey, we received 23 valid responses.

Please note that all sessions are held in Dutch and that all quotes are our translation.
Participants to the pluralistic walkthroughs, experts, and respondents to the survey are
named Px, Ex, and Rx, respectively. Several experts affiliate to multiple institutions and
the responds to the survey are anonymous, so in this paper we only refer to institutions’
names by participants to the pluralistic walkthroughs.
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Table 2. Overview of participating institutions.

Name Type Country Participants Intended
Improvement

Alpha University of Applied
Sciences Belgium 8 Learning

outcomes

Bravo University of Applied
Sciences Netherlands 4 Learning

environment

Charlie University of
Technology Netherlands 4 Learning process

Delta
Institution for Senior
Secondary Vocational
Education

Netherlands 4 To be
determined

Echo University of Applied
Sciences Netherlands 6 Learning process

4.1. Effectiveness of the Capability Model

In each session, participants were asked to develop two roadmaps—the first one based
on prior knowledge and own experiences, and the second one enhanced with the help of
the capability model. All five participating institutions made the first roadmap. However,
it is important to note that not all institutions made the second, enhanced roadmap. The
participants from Alpha decided that they wanted to discuss the new insights they obtained
from the capability model before making a new roadmap. As one participant mentions,
“I think we would benefit more from it if we [make a new roadmap] more thoroughly on
a later moment, as we face an important issue regarding our strategy” (Alpha, P4). On
the other hand, Bravo participants decided that the project they had envisioned should
be run on a small scale first and large-scale implementation cannot be planned at this
moment. The institution lacks a clear vision on the goals and application of LA and the
participants deemed themselves incapable of making important decisions towards this
end. They believe the organization should first decide on its strategy towards LA: “What
is the ethical framework, what is the overall goal? [ . . . ] then you have a foundation you
can further build on” (Bravo, P2). This indicates that institutions need to have at least
the capabilities of Strategy, Ethics, identifying benefits, and Policy amd Code of Practice
developed to a certain degree before implementation at scale becomes possible.

Aggregating the outcomes of all pluralistic walk-throughs, 88 capabilities were used
to construct the roadmaps—see Table 3. The roadmaps are axial-coded based on the
capabilities of the model. The initial coder agreement was 65%. This relative low number
was the result of differences in the interpretations of the capabilities’ definitions. The coders
discussed the discrepancies to achieve agreement. In the walk-throughs’ second phase, the
participants gained access to the capability model and supporting Excel file to enhance
their roadmap. This led to 28 more capabilities added to the second roadmaps. When we
only consider the institutions that made a second roadmap—Charlie, Delta, and Echo—this
is an increase of 45% (62 capabilities in their first roadmaps, 90 in their second).
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Table 3. Codes assigned to the first roadmaps (1) and the second, enhanced roadmaps (2). Numbers
with an asterisk (*) indicate an increase in capabilities. Numbers with an exclamation mark (!) indicate
the uptake of new capabilities.

Alpha Bravo Charlie Delta Echo

Capability 1 1 1 2 1 2 1 2 Total

Data usage 1 3 3 2 2 11
Feedback on analytics 0
Quality 0 1 ! 1
Reporting 2 2 4D

at
a

Sourcing and integration 3 3 4 * 4 7 * 21

Capability development 2 1 0 2 ! 0 1! 6
Culture and readiness 1 1 1 1 4
Evidence-based and
theory-driven 1 1 1 1 4

External environment 1 1 2
Funding and investment 1 1 2
Identifying benefits 1 1 1 3
Implementation,
Deployment, and
Application

3 5 6 6 7 7 6 7 * 47

Performance monitoring 1 1 1 1 1 5
Policies and CoP 1 1 2 * 1 1 6

M
an

ag
em

en
t

Responsibility and
accountability 1 1 2

Strategy 1 0 1 ! 2

Collaboration 0
Combined skills and
knowledge 1 1

Communication 1 2 * 3
Stakeholder Identification
and Engagement 1 1 3 5 * 7 2 2 21Pe

op
le

Training 2 2 4

Ethics 0 1 ! 0 1 ! 0 1 ! 3
Human decision-making 0
Legal compliance 1 1 2 3 * 7
Security 0

Pr
iv

ac
y

&
Et

hi
cs

Transparency 0

Automation 1 1 2
Connectivity 0
Infrastructure 1 1 2 5 * 2 2 2 2 17

Te
ch

no
lo

gy

System characteristics 0

Total 12 14 26 38 21 33 15 19 178

The capability Implementation, Deployment, and Application is the most frequently
present. This is logical, as this capability relates to the planning of LA implementation at
an institution, which is exactly the task of the pluralistic walk-throughs. Further analysis
shows that not all capability categories are present in all roadmaps. For example, the
category Data is absent in the roadmaps of Alpha and Echo. Moreover, the category People
is (almost) entirely missing from the roadmaps of Bravo, Delta, and Echo. Most noticeably,
however, is the absence of the category Privacy and Ethics. This category was completely
absent in the roadmaps of Bravo, Delta, and Echo, and was only mentioned once in the
roadmap of Alpha.

Our study investigates whether the capability model helps stakeholders identify
capabilities that are entirely overlooked in the implementation roadmap. Therefore, we
analyze what unique capabilities can be distinguished, i.e., capabilities entirely absent in
the first roadmaps but added to the enhanced ones. These are shown with an exclamation
mark in Table 3. Notice that all institutions added Ethics to their second roadmap. When
asked why no capabilities from the category Privacy and Ethics were initially planned,
participants said that this was already present or discussed within the organization: “The
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ethical part is described in our vision on data. [ . . . ] For learning analytics, there is a
privacy statement” (Echo, P5), “the discussion about ethics is an old one” (Delta, P3), or
“we have been busy to get [privacy and ethics] organized but I think it is not mentioned
in our discussion” (Charlie, P4). This endorses Bravo’s observation that institutions must
decide on ethical considerations before starting the implementation. Nonetheless, the
participants agreed this topic should have a more prominent place in the implementation
process. As a result, capabilities regarding ethics were added to the second, enhanced
roadmaps of all institutions. Moreover, two institutions added capabilities regarding
capability development to their roadmap, while Quality and Stakeholder identification and
engagement were each included in one roadmap. Although this does not sound much in
absolute numbers, without these capabilities, successful adoption of LA is placed in serious
jeopardy. For example, involving stakeholders is crucial for effective implementation [34].
The capability model helps identify capabilities that are missing in the roadmap: “you
immediately see which topics got a lot of our attention and which ones got less” (Echo, P1).

While analyzing the roadmaps, it became apparent that many capabilities were men-
tioned during the sessions but not all of them were added to the roadmaps themselves.
Axial coding of the transcripts supports this observation. Many capabilities were discussed
but not made explicit in the roadmap. Remarkably, capabilities from the category Data are
discussed by Alpha and Echo but none of the capabilities from this category made it to the
roadmap. This shows that the capability model serves two goals: (1) inform practitioners
about capabilities that are yet unknown to them, and (2) support users making explicit
choices about what capabilities to adopt in their plan towards LA implementation. The
latter is also expressed by one of the participants: “For some cases [the need for certain
capabilities] might be implicit but it would be good to make them explicit, so they can be
thought about. And if you think that they are not applicable, you need to explain why you
think so” (Delta, P3).

4.2. Perceived Usefulness of the Capability Model

To research the capability model’s perceived usefulness, we held group discussions
with both the participants to the pluralistic walk-throughs and the expert evaluation.
Participants are asked to react to statements regarding the model’s positive impact and the
operational descriptions it provides.

The experts reacted positively to the statement that the capability model supports LA’s
adoption at Dutch HEIs. They believe that the model provides an overview of important
aspects. However, the model’s detailedness might serve the self-fulfilling prophecy that
when institutions think LA is too complex to implement, the model supports this feeling.
This became apparent during the pluralistic walk-throughs when no enhanced roadmap
was made by participants from Bravo as they believed certain capabilities, e.g., Strategy and
Policy and Code of Practice, must developed first. According to the experts, the capability
model’s added value lies in the discussion practitioners have when using the model together
to plan LA implementation. As one expert mentions, “the value lies in the dialog” (E2).
Furthermore, the experts think that the operational descriptions are supportive. Sometimes,
a capability is already partly developed, but operational descriptions help identify weak
spots and enable institutions to develop this capability further. The participants of the
pluralistic walk-throughs were also positive about the model. According to them, it helps
to get insights into the aspects important for LA implementation: “there are some things
you don’t think about spontaneously” (Alpha, P4) and “[t]he model helped me to see
clearer [whether we] thought well enough about all main points” (Charlie, P2). The model
“contributes to a better plan and a more complete plan” (Delta, P3). This reflects the
earlier observation that only a small portion of discussed capabilities was included in the
roadmaps. So, the model helps to make a more explicit plan.

Besides group interviews, we used a survey based on the Technology Acceptance
Model to research the model’s perceived usefulness and ease-of-use. The survey contains
three groups of closed-ended questions: questions 1 to 3 measure overall perception,
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questions 4 to 6 measure perceived usefulness, and questions 7 to 9 measure ease-of-use.
The tenth question is an open-ended question regarding the effectiveness of the capability
model. We report the mean (M) and standard deviation (SD) in the text for each factor. See
Table 4 for the descriptive statistics per survey item. In line with Rienties and others [51],
we take 3.5 or higher as a positive cut-off value and anything lower than 3 as a negative
cut-off value. We regard scores between those numbers as neutral. In total, we received
23 valid responses (n = 23).

Table 4. Descriptive statistics per survey item.

Question Mean Std. Dev. Min. Max.

Q1: Useful 4.2 0.4 4 5
Q2: Use in work 4.0 0.4 3 5
Q3: Comparison other models 3.2 0.4 3 4

Q4: Insights 4.3 0.5 3 5
Q5: Identify 4.3 0.5 4 5
Q6: Operationalize 3.7 0.8 2 5

Q7: Easy to understand 3.9 0.8 2 5
Q8: Intuitive 3.6 0.7 2 5
Q9: Overburden with information 2.9 0.9 1 4

The overall perception of the model is positive (M = 3.8, SD = 0.3). The questions
whether respondents think the capability model is useful and whether they would like
to use it in their work are rated highly positive. The question whether the model is more
useful than comparable models scores neutral. However, this is probably due to the limited
experience with other models, letting respondents answer neutrally to this question.

The capability model’s perceived usefulness is positive (M = 4.1, SD = 0.5). The re-
spondents think the model enables them to gain insight into the capabilities necessary
for the successful implementation of LA and that the model helps to identify what ca-
pabilities need to be (further) developed at their institution. Although still positive, the
third item in this factor ranks the lowest: the respondents score the question whether the
capability model provides them with relevant information in what way to operationalize
LA capabilities with a 3.7 (SD = 0.8). This might result from the large number of operational
descriptions (814) in the model and the sessions’ relatively short duration (between two
and three hours). Due to this combination, participants were probably not able to fully use
the model’s fine-grained constructs.

The third and last measured factor, ease-of-use, scores the lowest, yet positive (M = 3.5,
SD = 0.6). Although respondents think the capability model is easy to understand and its
use is intuitive, 35% of respondents believe it is overburdened with information. This is also
expressed in answers to the open question, “the model [is] extensive and therefore not clear”
(R5) and “[a]t first sight, there are a lot of questions and there is a lot of information” (R8).

In the answers to the open questions, most respondents write that they think the
capability model is beneficial and useful. The model, for example, “provides a clear
framework, insights in what is necessary, as well as what steps to take” (R20) and it “offers
mind-sets to develop policy further” (R15). Like what the experts mentioned in the group
discussion, some people believe that the model can serve as a checklist (R12) and believe it
helps start conversations with other stakeholders (R23).

4.3. Completeness of the Capability Model

To measure evaluation criterium 3, we researched the capability model’s completeness,
i.e., whether all capabilities important to LA adoption are present. Data collected during
the group discussions as well as via the open-ended survey question were used to this end.
We consider the model to be complete when the experts and participants do not know from
their own experience capabilities that are not present in the model.
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Asked to comment on the model’s completeness, the experts think that the pedagogical
interventions that follow the analysis and visualization of learner data are yet underexposed.
The model comprises a capability to monitor the performance of the analytical processes
and applications (Performance monitoring), but this does not include the measurement
of improvements made to education. The experts suggest adding this to the model. The
participants in the pluralistic walk-throughs also mention some potential shortcomings.
Most prominent, the position of pedagogical use of LA in the capability model is not
apparent enough. That is, the role of remediation is underexposed (Alpha, P1), and it is
unclear how to consider the contextual setting of education (Charlie, P1). Although these
aspects are part of the capabilities Implementation, Deployment, and Application, and
Evidence-based and Theory-driven, respectively, this might not be clear enough.

Other improvements to the model are suggested in the answers to the open question
in the survey. Two respondents think the capability model alone is not enough to put
LA into practice. As one respondent puts it: “additional materials can be developed that
focus on the ‘how’. The current model mainly visualizes the ‘what’” (R8). This calls for the
development of additional materials like templates with concrete advice on how to plan
the capabilities’ development. Another respondent suggests adding elements specific to
education to the model, as the current model is “quite generic and could also be applied
to other analytical domains” (R18). This is in line with comments made in the group
discussions with both practitioners and experts. That the model is generic is—at least to a
certain degree—to be expected as the first version of the model is exapted from literature
from the big data analytics and business analytics domains [13]. Nonetheless, it highlights
the need to better position the role of educational context and theory in the model.

5. Discussion

The research’s goal was to evaluate the LACM in its application domain by answering
the main research question: “Does the Learning Analytics Capability Model help prac-
titioners with their task of planning learning analytics adoption at higher educational
institutions?” Evaluation criteria related to the model’s effectiveness, perceived usefulness,
and completeness. The model is designed to support practitioners such as program man-
agers, policymakers, and senior management by providing (1) an overview of necessary
capabilities and (2) insight into how to operationalize these capabilities. This study shows
that the capability model is successful in its task. The remainder of this section discusses
the outcomes of our work, its relevance for research and practice, the study’s limitations,
and provides recommendations for future research.

5.1. Research Outcomes

The first evaluation criterium measures the capability model’s effectiveness to practi-
tioners who need to plan the adoption of LA at their institution. The participants to our
research represented different stakeholders at educational institutions, which is important
for successful LA adoption [34]. The model proved effective in supporting practitioners in
planning LA adoption. Our analysis showed that many capabilities are overlooked when
creating implementation roadmaps. Most notably, there was almost no attention to privacy
and ethics. This is remarkable as these are important aspects of learning analytics [58,59]
and one of the main issues limiting LA adoption [8]. The model enables participants
to make more complete and more explicit roadmaps. Using the model, the number of
capabilities within roadmaps increased by 45%.

The second evaluation criterium regards the model’s perceived usefulness. During the
group discussions, both experts and practitioners were positive about the model’s scope
and depth. The survey outcomes support this conclusion: both the overall perception
and perceived usefulness score well. However, the model’s ease-of-use scores mediocre.
This might result from the large number of operational definitions. Especially when we
used the online tool with 138 different questions in our first pilot pluralistic walk-through,
the participants might have been overwhelmed. This relates to the model’s instantiation
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validity, i.e., “the extent to which an artefact is a valid instantiation of a theoretical construct
or a manifestation of a design principle (p. 430)” [60]. Due to the complexity of the model’s
instantiation, the model itself is perceived as hard to use. The lack of practical guidelines
is a common problem shared between LA models [12]. We plan to enhance this during
future research.

The third evaluation criterium considers the model’s completeness. All necessary
capabilities are present in the model. Nonetheless, some improvements can be made. First,
the scope of Performance monitoring must be broadened. Its current definition is, “In
what way the performance of analytical processes and applications are measured.” This
definition is too narrow. The pluralistic walk-throughs’ outcomes show that processes and
systems’ performance must be monitored, and the interventions’ performance should be
measured. This is in line with other scholars’ opinions [2,61,62]. Second, the position of
pedagogical theory and context and the evaluation of interventions’ impact should be made
more prominent. This is an essential conclusion as LA’s benefits to teaching and education
are often overlooked [34]. Lastly, some participants suggest the development of supporting
materials to enhance the practical use of the model.

5.2. Implications for Research and Practice

HEIs face many challenges when implementing LA [23]. Our model helps to over-
comes many of these challenges and enables the LA domain to optimize learning. Especially
the capabilities’ operationalizations are beneficial, as existing models do not provide direct
solutions for adoption challenges [8].

Other domains might also benefit from this research. One pluralistic walk-through
participant has much experience with data analytics in the energy industry and the financial
industry. He mentions that “it is all relevant when assembling any data analytics team”
(Echo, P2). This comment shows that our model’s relevance goes beyond the LA field and
might also be applicable in other domains. This is an important knowledge contribution as
it allows for extending a known solution (our artefact) to new problems, e.g., data analytics
in a nascent application domain.

This study’s main contribution to the design science research domain is the evidence
that pluralistic walk-throughs can be conducted to ex-post evaluate an artefact. There is
debate about what method is suitable for evaluating what type of artefact [36,63]. However,
no hard rules exist. Some scholars argue that the evaluation must be designed pragmat-
ically [17], encouraging researchers to generate creative, new methods. In our research,
we needed a method that simulates the capability model’s use in practice by real users,
but that could be applied in a limited amount of time. Pluralistic walk-throughs are often
applied for ex-ante evaluation when designers are still willing and able to make changes to
the design [45]. By adapting this method, we were able to use it for ex-post evaluation as
well. This enriches current knowledge about what methods to use in what situation.

5.3. Limitations

Our research has several limitations. First, since participants voluntarily joined our
sessions, there might be non-response or self-selecting bias. This might affect the research
outcomes as it is impossible to determine what differences exist between our sample
and the population [64]. However, we mitigated this effect by having a well-balanced
mix of participating institutions and people: 26 practitioners who represented 5 different
educational institutions that are comparable with other institutions in the Netherlands.
This poses another limitation. As we only invited Dutch-speaking participants and thus
institutions, outcomes might not be generalizable to institutions in different countries.
Further research is necessary to address this shortcoming.

The quality of survey items is another caveat of our research. In survey research, the
validity of a questionnaire is analyzed via factor analysis. However, this requires a large
enough sample size. A common rule is to have 10 to 15 respondents per variable [65],
which in our case (9 questions) means between 90 and 135 respondents. We only had
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23 respondents, so validity could not be statistically established. Moreover, the question
whether the capability model is more useful than comparable models might score lower
than expected due to participants’ limited experience with other models. Two respondents
explicitly state that they do not know other models and therefore cannot answer the
question. The current questionnaire, however, requires an answer. When we remove
this question from the analysis, overall perception of the model raises to 4.1 (SD = 0.3).
Although the survey was tested before use, this issue was overlooked until the survey was
already distributed. At that point, it could no longer be repaired. This is a known problem
when using surveys as research method [47]. Nonetheless, this should be considered in
future research.

5.4. Future Work

Our model proved effective and useful to practitioners. Nonetheless, some improve-
ments can be made to the presentation of the model. Most importantly, the position of
pedagogical theory and the measurement of the interventions’ effect on learning can be
enhanced. Furthermore, in the survey, the model scores relatively low on the factor ease-
of-use. Some of the participants request additional materials such as templates or tools to
support the capability model’s use. Future work could focus on developing supporting
material, which is also carried out for, e.g., the SHEILA framework [8]. The current model
helps users identify important capabilities, but it lacks clear steps regarding in what order
to develop these capabilities. Knowing what capabilities must be developed next helps
allocating resources to achieve this development. For example, funding might be secured
well in advance to hire experts to design functional LA systems. Considering different
types of LA adoption models [9,12,24], the capability model is an input model. Further
research can help transform the current input model into a process model. This is beneficial,
as process models are more suitable for capturing the complexity of higher education than
input models [12]. A last direction for future work is the capability model’s generalizability
to educational contexts outside the Netherlands. We invite other researchers to use the
model in other settings and report on the outcomes.
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Appendix A

Questions relate to the general perception of the Learning Analytics Capability Model,
its perceived usefulness, and ease-of-use. The survey uses a Likert response scale of 1
(totally disagree) to 5 (totally agree).

1. All in all, I find the Learning Analytics Capability Model a useful model.
2. I would like to be able to use the Learning Analytics Capability Model in my work.
3. The Learning Analytics Capability Model provides me with more useful insights and

feedback than other similar models I tried/used.

https://www.mdpi.com/article/10.3390/app13053236/s1
https://www.mdpi.com/article/10.3390/app13053236/s1
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4. The Learning Analytics Capability Model enables me to get insights in the capabilities
necessary for the successful uptake of learning analytics in my institution.

5. The information provided by the Learning Analytics Capability Model helps me
identify what capabilities need to be (further) developed at my institution.

6. The Learning Analytics Capability Model provides relevant information in what way
to operationalize learning analytics capabilities.

7. The Learning Analytics Capability Model is easy to understand.
8. The use of the Learning Analytics Capability Model is intuitive enough.
9. The Learning Analytics Capability Model is overburdened with information.
10. (Open question) The Learning Analytics Capability Model is (not) helping me imple-

menting learning analytics at scale at my institution because.
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