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Abstract: Liquefied Natural Gas (LNG) is one of the major renewable energy sources and is stored
and carried in a storage tank that is designed following international standards. Since LNG becomes
highly unstable when it encounters oxygen in the air, a leakage from an LNG storage tank can cause
a catastrophic industrial accident. Thus, the inspection of LNG storage tanks is one of the priorities to
be completed before LNG is stored in a storage tank. Recently, the usage of Phased Array Ultrasonic
Testing (PAUT) has been gradually increasing as the risks of RT emerge. PAUT has some obstacles to
overcome in order to substitute RT, such as efficiency and accuracy. Specifically, the cost issue must
be addressed. Therefore, many attempts to combine PAUT with Artificial Neural Networks (ANN)
have been made. PAUT provides many types of 2D images of the inspected weldment. The S-scan is
one of the 2D images provided by PAUT, and it displays the cross-sectional view of the specimen
with a single transducer. The inspectors examine the S-scan image and other provided images of
PAUT to detect, classify and size the flaw that exists in the weldment so that the decision of whether
the inspected weldment with the flaw is acceptable can be made. Nowadays, most of the previous
research on PAUT and ANN focuses on detecting and classifying the flaws in B-scan or S-scan images.
However, the last step to determine the flaws” acceptability is not yet covered. In this study, the flaw
acceptance criteria of PAUT in various international standards are listed. EXTENDE CIVA is used
to create the PAUT S-scan images. The S-scan images are labeled with the listed acceptance criteria.
Then, they are used in Mask R-CNN training. After the training, some new S-scan images with flaws
are used to test the performance, and this showed 96% precision and 87% recall. With the algorithm,
the acceptability of a flaw in a weldment can be determined efficiently and it will reduce the burden
of PAUT usage and reduce the time required for a full-length inspection.

Keywords: Phased Array Ultrasonic Testing; Mask R-CNN; flaw acceptance criteria; Artificial
Neural Network

1. Introduction

Liquefied Natural Gas (LNG) is a liquefied form of natural gas, typically methane,
which is developed for convenience of storage, where the liquid state occupies 600 times
less space than the gaseous state. LNG was first introduced in the 1910s and was used in
the 1940s to substitute fossil fuels such as coal and petroleum [1]. Now, LNG has become
one of the major renewable energy sources and is employed around the world. However,
the storage of LNG is a major task, since, although the liquid state is more stable than the
gaseous state, when exposed to the air, LNG can vaporize and return to a gaseous state,
and become extremely unstable. For the safe storage, carrying, and receiving of LNG, a
massive storage tank composed of 9% nickel steel or stainless steel should be used, since
austenitic metal alloys such as 9% nickel steel do not have a ductile and brittle transition
temperature, hence being more stable under brittle fracture. The storage tanks, after being
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constructed, must be inspected via Nondestructive Evaluation (NDE) methods so that the
possible risk of leakage is prevented. If not, there is a huge risk of catastrophic industrial
accidents. The world has already witnessed serious LNG leakage accidents, such as the
disaster caused by the leakage of LNG in 1944 [2].

Radiographic Testing (RT) is one of the main NDE methods used to inspect and
evaluate LNG storage tanks. RT is a more efficient and practical NDE method that brings
more precise and practical results than other NDE methods. However, the danger of
radiation exposure when inspecting with RT has become an emerging issue recently. Phased
Array Ultrasonic Testing (PAUT) is one of the advanced derivatives of the Ultrasonic Testing
(UT) methods in NDE. The market share of UT has dramatically increased to 31.10% [3] in
lieu of RT to avoid the risks that have emerged lately. Moreover, PAUT is an image-based
testing method, similar RT. However, the accuracy and efficiency of PAUT still does not
reach that of RT, and these remain as obstacles to the substitution of RT by PAUT. Compared
with RT, PAUT needs more skilled and experienced operators due to the complexity in the
procedure of evaluation. Using steering and focusing techniques, the ultrasonic beam can
be controlled and provide many other types of image-based outcomes. However, PAUT
still uses an ultrasonic beam, and ultrasonic beams are reflected, deflected, and attenuated
by various geometrical aspects. These aspects make the outcome of PAUT extremely
difficult to evaluate, even for skilled experts. To overcome these obstacles, many attempts
to combine PAUT with Artificial Neural Networks (ANN) have been made. Figure 1 below
briefly introduces the overall procedure of PAUT [4].

a Equipment ’ 9‘ . 9 Reporting &
[ Setting Scanning Evaluation

Figure 1. Overall procedure of PAUT.

PAUT uses the steering and focusing of an ultrasonic beam produced by the phased
arrayed elements in a single transducer to penetrate the specimen. Nowadays, the PAUT
equipment usually saves the scanned data so that they can be evaluated after the scanning
is done. The evaluation requires much experience, since it must correctly follow the
internationally implemented standards, and has a high cost, so attempts to automate this
procedure with ANN or other Artificial Intelligence (Al) techniques have been previously
made. Song et al. [5] used probabilistic neural networks for ultrasonic weldment flaw
signals. Park et al. [6] used the system invariant method and residual neural network for
ultrasonic flaw classification in weldments. Munir et al. [7] used the dropout technique
for ultrasonic flaw classification in weldments. Munir et al. [8] also used a Convolutional
Neural Network (CNN) for ultrasonic flaw classification in noisy conditions. Cruz et al. [9]
used neural networks for feature selection in metal weldment UT. Sambath et al. [10] also
used ANN for feature selection in an ultrasonic A-scan. Virupakshappa et al. [11] used a
CNN for ultrasonic A-scan flaw detection. Medak et al. [12] used the EfficientDet Network
for flaw detection in PAUT B-scan images. Siljama et al. [13] used a CNN for flaw detection
in PAUT B-scan images. Ho et al. [14] used a two-stage ANN for flaw classification in
PAUT S-scan images.

Most of the previous research, except for [5], focused on the detection of the flaw or
classification of the flaw using neural networks. Detection of the flaw mainly focuses on
determining whether the flaw exists in various scanning methods. Classification of the flaw
seeks to distinguish the type of the flaw among various types of existing flaws. However,
these attempts cannot practically evaluate whether the flaw is dangerous, because they
lack the procedure of sizing of the flaws detected by PAUT. The sizing of PAUT outcomes
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according to API 620 [15] and ISO 11666 [16] aims to set up a threshold for similar types
of flaws so that the flaws can be determined acceptable or not. When the sizing process
of flaw images obtained by PAUT can determine the flaw’s acceptability following the
size of the flaw, then the class of the flaw can be divided into two variables, acceptable or
not acceptable. Until now, the sizing of flaw data obtained by PAUT was not considered
important, but the sizing procedure must be handled and automated with the ANN so that
the efficiency of PAUT can be enhanced.

Mask R-CNN is a two-stage object detection model that is trained with images that are
masked and annotated by classes. If the classes when training Mask R-CNN are labeled ac-
cording to the sizes of flaws, Mask R-CNN will be able to determine the flaws’ acceptability.

In this paper, the flaw will be determined according to the reasonable acceptance
criteria with a two-stage object detection ANN model, Mask R-CNN. The data will be
designed and obtained using the renowned ultrasonic simulation tool, EXTENDE CIVA,
following the acceptance criteria that are described in this paper below, referring to API
620 Annex U. Since the ultrasonic S-scan image completely volumetrically presents both
vertical and horizontal directions of the weldment and the flaw, a simulated ultrasonic
S-scan will be a useful data tool for the training of Mask R-CNN. The data will then be
masked and annotated with an image annotation tool called VGG Image Annotator. The
class of the flaw data obtained with PAUT must be divided into two classes, acceptable or
not acceptable (NA), according to the size of the flaw. After the masking process, the data
will be used to train the Mask R-CNN model and the performance of the trained model
will be tested.

2. International Standards for the Sizing of PAUT

Table 1 below shows the international standards that are used in the flaw sizing of
PAUT in weldments. API Standard 620 is referred to in this study because the standard
indicates the methods used to design and construct LNG storage tanks.

Table 1. The international standards of PAUT flaw sizing technique.

Standards

Title Edition

API Standard 620 [15]

Design and Construction of Large, Welded,

Low-Pressure Storage Tanks 12th Ed., 2013, Addendum 2, 2018

ISO 13588 [4]

Non-destructive testing of welds—Ultrasonic

testing—Use of automated phased array technology 2nd Ed., 2019-02

1SO 22825 [17]

Non-destructive testing of welds—U]ltrasonic
testing—Testing of welds in austenitic steels and 3rd Ed., 2017-09
nickel-based alloys

ISO 17640 [18]

Non-destructive testing of welds—U]ltrasonic

testing—Techniques, testing levels, and assessment 4th Ed., 2018-10

1SO 19285 [19]

Non-destructive testing of welds—Phased Array

Ultrasonic Testing (PAUT)—Acceptance levels 1st Ed., 2017-08

ISO 11666 [16]

Non-destructive testing of welds—Ultrasonic

testing—Acceptance levels 2nd Ed., 2018-01

Amongst the standards, API 620 Annex U presents the acceptance criteria for the flaws
in weldments. The acceptability of the flaws can be determined according to the acceptance
criteria presented in API 620 Annex U, since the acceptance criteria are the output of fracture
mechanical experiments. ISO 13588 is referred to because it is an international standard
for the use of automated PAUT. ISO 22825 is referred to because it contains the PAUT
procedure for austenitic steels and nickel-based alloys. Table 2 presents the acceptance
criteria listed in API 620 Annex U. Moreover, the sizing methodology of the flaw image
obtained by PAUT must follow the flaw sizing methodologies introduced in API 620 Annex
U and ISO 11666.
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Table 2. Maximum flaw acceptance criteria according to the thickness of weldments, Adapted with
permission from Ref. [15]. Copyright 2014, American Petroleum Institute.

Maximum Acceptance Flaw Lengths, (1) mm

Thickness at

Weld, () For Surface Flaw with Height (h) mm For Sub-Surface Flaw with Height (h) mm
mnll No Greater Than No Greater Than
h=2 h=2.5 h=3 h=2 h=3 h=4 h=5 h=6

6 to <10 8 4 3 5 3 Not allowed Not allowed Not allowed
10 to <13 8 8 4 41 5 4 Not allowed Not allowed
13 to <19 8 8 4 38 8 5 4 3

19 to <25 8 8 4 75 13 8 6 5

25 to <32 9 8 4 100 20 9 8 6

32 to <38 9 8 4 125 30 10 8 8

38 to <44 9 8 4 150 38 10 9 8

44 to <50 9 8 4 175 60 11 9 8

3. Flaw Sizing Methods

Figure 2 demonstrates the sizing methods of PAUT according to ISO 11666 [16] and
ISO 13588 [17]. The sizing method introduced in ISO 11666 and ISO 13588 is practically
the same method that is described in API 620 Annex U. However, API 620 Annex U only
describes the sizing method by UT. Therefore, the sizing methods of ISO 11666 and ISO
13588 are used for this study. Below, (1), (2), and (3) denote the scan direction. When the
transducer is at position (1) of Figure 2, the height sizing is available. The ultrasonic beam is
reflected by the tip and bottom of the flaw, so they are called the tip echo and bottom echo.
The distance between the tip and bottom echoes is the height of the flaw. Moreover, the
distance of position (2) and (3) is the length of the flaw embedded. After determining the
actual size of the flaw, the flaw can be determined as acceptable or not with the acceptance
criteria in Table 2.

) @) > (3)
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Figure 2. Flaw sizing method of PAUT; (1), (2), (3) show the scan direction accordingly.

4. PAUT Simulation
4.1. PAUT Simulation Settings

EXTENDE CIVA is a well-known NDE simulation tool used to simulate a variety of
NDE methods. By using EXTENDE CIVA, various types of NDE simulations, including
UT, Guided Wave Testing, and Eddy-Current Testing (ECT), are possible. PAUT also is one
of the possible simulation options of EXTENDE CIVA [20].
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For a reasonable simulation, the specimens are designed using the EXTENDE CIVA
weldment geometry setting. In this research, 10 different butt-welded specimens with 3
different heights, 300 mm x 300 mm x 15 mm (W x L x H), 300 mm X 300 mm X 17 mm
(W x L x H), 300 mm x 300 mm x 20 mm (W x L x H), are designed. The specimens are
inspired by an artificial flaw specimen, shown in Figure 3, with 300 mm x 300 mm X 15 mm
(W x L x H). In the specimens, the weldments and the flaws are embedded. The parent
material of specimens is stainless steel (SUS 304) and the weld material is Inconel. For the
weld geometry, a double-V geometry is used. Moreover, the heat-affected zone (HAZ) is set
to 5 mm height along the weld zone. The contact transducer for PAUT simulation also must
be designed in the simulation setting. The wave type, incidence angle, and frequency are
properly updated for precise simulation. The flaws and flaw sizes are designed referring to
the acceptance criteria in Table 2, where there exist two types of flaws, the surface flaw and
the sub-surface flaw. The set-up data are presented in Table 3. Meanwhile, Figure 4 shows
the weldment geometry setting for EXTENDE CIVA.

Figure 3. Sample of an artificial flaw specimen.

Table 3. EXTENDE CIVA simulation settings.

EXTENDE CIVA Simulation Settings

Parent Material Stainless Steel (SUS 304)

Weld Material Inconel

300 mm x 300mm x 15mm (W x L x H),
300 mm x 300 mm x 17 mm (W x L x H),
300 mm x 300 mm x 20 mm (W x L x H).

Specimen Geometry

Weld Geometry Double-V
Heat-Affected Zone 5 mm
Wave Type Transverse
Incidence Angle 45°

Wave Frequency 2.25 MHz

Flaw Type

Flaw Geometry
Scan Distance
Scanning Mode
Scanning Step

Surface Flaw
Sub-Surface Flaw
Rectangle

30 mm

Raster Scan

1 mm
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Figure 4. EXTENDE CIVA simulation weldment geometry settings.

4.2. PAUT Simulation Results

Figure 5 is one of the S-scan results of the CIVA PAUT simulation with specimen #2,
flaw #2. The result page displays many ultrasonic scan methods, such as an ultrasonic
C-scan, D-scan, and S-scan, together. Among the scan methods in the result page, the S-scan
seems to convey the height and length information of the flaw. Therefore, in this research,
the S-scan images were the training data. We obtained a total of 498 S-scan images.

X (in)

[C1 S

Figure 5. S-scan data sample used in training of algorithm acquired from EXTENDE CIVA simulation
results, defect 2, specimen #2.
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5. Database Construction
5.1. Database Classification

After the simulation, a total of 498 flaw images in the S-scan are obtained. Before the
masking or labeling of the images, the images must be classified into training data and
validation data, since Mask R-CNN requires a training dataset and validation dataset in
training. Sixty randomly selected images out of 498 images are classified to be used for the
validation process. Table 4 shows how the data are classified.

Table 4. Database and data classification.

Number of Data
S-Scan Image 498
Training Data 438
Validation Data 60

5.2. Data Masking

For the masking of datasets, VGG Image Annotator (VIA) is used [21]. VIA is a manual
image annotation tool developed by the Visual Geometry Group (VGG). The application
is very light in storage and does not require internet access. Since the region should be
masked in a certain format, the region shape must be selected among the 5 shape options.
In this study, the polygon shape is used for the masking of regions so that the shape of the
flaw can be precisely masked, as shown in Figure 6.

Flaw

v

Acceptable
NA

4=

@) (b)

Figure 6. Data masking and annotation process with VIA, defect 2, specimen #2, 1 in the figure means
that it is labeled as first category which is “Acceptable” in this study: (a) masking of the flaw (region
shape: polygon); (b) annotation of the flaw.

All 438 images for the training and 60 images for the validation of Mask R-CNN are
masked with the polygon, a region shape option. Then, the masked regions are annotated
in the region attribute tab of VIA. The regions are annotated into two classes, acceptable
and not acceptable (NA).

6. Training

The training and validation datasets are used in the training of Mask R-CNN. Figure 7
schematically presents the training process of Mask R-CNN, described in [22], together with
the dataset obtained in this study. First, using binary interpolation, the input images are
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resized. Then, the input size is padded to enter the backbone network. Using ResNet-101,
each layer produces a feature map. Mask R-CNN uses the Feature Pyramid Network
(FPN) before the Region Proposal Network (RPN) to become flexibly applicable to different
sizes of object images. RPN is applied to the feature map acquired by the FPN and the
classification and bounding box regression outcomes are acquired. Then, an anchor box is
made by projecting the bounding box regression outcome onto the original image. Using
non-max suppression, the anchor boxes with lower scores are deleted. The Rol aligner
uniformizes the sizes of the remaining anchor boxes. Moreover, with Mask R-CNN, the
actual boundary of the target object can be trained with a mask branch. Using Mask R-CNN,
the classification of flaws according to their size is possible [23].

Classes
Region FC

—
P — Regions—»> (softmax)
roposal
Rol ) FC
Align Layers!
Image [—> CNN Feature Maps ———»

Boundary Box
Regressor

FC ———»

“—> Conv — Conv ——» Mask

Mask Branch

Figure 7. Mask R-CNN framework for instance segmentation and the mask branch.

Table 5 contains the crucial parameter settings for the training of Mask R-CNN. “Image
per GPU” is the number of images processed simultaneously by the GPU. The better the
performance of the GPU for training, the more images can be processed. “Steps per Epoch”
refers to the number of extracted images per iteration. The larger the number filled in, the
longer the training time. Filling in a large number can improve the accuracy, but it can lead
to the overfitting of the model. “Validation Steps” is used to verify the images after each
iteration cycle. Only a part of the training set is set to be used because it mainly affects
the time of training. “RPN Anchor Scales” refers to the size of windows selected through
RPN. “RPN Train Anchors per Images” is the number of windows selected per image, and
“RPN Anchors Ratios” is the ratio corresponding to the selected window. “Train ROI per
Image” is obtained according to the number set through iterative learning debugging. The
larger the number of objects to be detected in the image, the larger the value should be set.
If there are many “Number Classes”, it should be set high. In this research, there are a total
of three classes: background, acceptable, and NA. “RPN NMS Threshold” deletes a box
with an overlap rate higher than the threshold during learning. If the value of “Detection
NMS Threshold” is large, the result may have more labeling boxes or overlapping of the
boxes. “Detection Min Confidence” is a value indicating the probability that the detected
object is similar to the annotated category, and if the probability is lower than the threshold,
it does not detect the object during learning and is not displayed in the prediction.

Table 5. Crucial parameters used in the training.

Variables Settings
Images per GPU 2
Steps per Epoch 20
Validation Steps 50
RPN Anchor Scales (32, 64, 128, 256, 512)
RPN Train Anchors per Image 256
RPN Anchors Ratios [0.5,1.2]

Train ROIs per Image 200
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Table 5. Cont.

Variables Settings

Learning Rate 0.001
Learning Momentum 0.9

Weight Decay 0.0001

Number Classes 1 + 2 (Background + Classes)

RPN NMS Threshold 0.7
Detection NMS Threshold 0.3
Detection Min Confidence 0.9

7. Results and Discussion

In this study, a total of 60 PAUT simulation S-scan flaw images were used for the
testing, of which 29 images for acceptable flaws and 31 images for not acceptable flaws
were randomly selected. The simulation S-scans contained 1 mm, 2 mm, 4 mm, and 6 mm
lengths of flaws. The 1 mm and 2 mm flaws were annotated as acceptable and the 4 mm
and 6 mm flaws were annotated as not acceptable (NA).

7.1. Acceptable Flaws

Figure 8 shows the testing result of the acceptable flaw that has the length of 2 mm, on
a 15-mm-thick specimen. The 2 mm flaw is acceptable according to the acceptance criteria,
so the model should determine it as acceptable. The trained model gave the result correctly.

X (in)

Acceptablc 0,946

Figure 8. Acceptable flaw result, flaw length: 2 mm.

7.2. Not Acceptable Flaws

Figure 9 shows the testing result of a not acceptable flaw that has the length of 4 mm,
on a specimen with a thickness of 20 mm. The 4 mm flaw also is correctly determined
according to the acceptance criteria.
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X (in)

Figure 9. Not acceptable (NA) flaw result, flaw length: 4 mm.

7.3. Confusion Matrix

Figure 10 is a confusion matrix of the Mask R-CNN detection model [23]. The con-
fusion matrix is basically the relationship of the actual answer and the prediction of the
model. When the answer can be either true or false, the prediction of the model can be
also true or false. In the confusion matrix, there are four possibilities: true positive (TP),
where the model predicts true while the answer is true; false positive (FP), where the model
predicts true while the answer is false; false negative (FN), where the model predicts false
while the answer is true, and true negative (TN), where the model predicts false while the
answer is false. The confusion matrix gives precision and recall as the outputs. Precision
is the ratio of what the model classifies as true to what is true. Recall is the fraction of
what the model predicts to be true among what is true. To evaluate the performance of an
algorithm, both precision and recall must be considered. The precision and recall can be
expressed in the following way.

.. TP
Precision = T L FP’ @)
TP
Recall = ——— 2
AT TP N’ @

Class A, located in the first row and first column of the confusion matrix, recorded
0.00%, because Class A is the background. In the case of acceptable, Class B, 29 out of 29
flaw images were correctly detected and the recall recorded 100%, but the actual precision
was 82.86%, as the acceptance flaws were incorrectly detected six times in the background.
In the case of Class C, 27 flaws were correctly detected in 31 defect images, but the recall
recorded 87.10% as it failed to detect four flaw images in the background. On the other
hand, in the case of precision, it was detected incorrectly once in the background and
recorded as 96.43%. Table 6 below shows the results of the confusion matrix in the table.
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Figure 10. Confusion matrix of the trained model.
Table 6. Precision and recall of the trained model.
Class Precision Recall
Class B: Acceptable Flaws (Acceptable) 82.86% 100%
Class C: Not Acceptable Flaws (NA) 96.43% 87.10%

8. Conclusions

In this study, to enhance and speed up the Phased Array Ultrasonic Testing (PAUT)
evaluation process, an algorithm to size and to determine the acceptance of flaws within
a weldment is developed. A weldment wherein a flaw is embedded is evaluated by the
size of the flaw. When the flaw does not meet the acceptance criteria described in an
adequate international standard, the weldment is determined unacceptable. Therefore, an
algorithm that determines a flaw in a weldment referring to the acceptance criteria should
be developed.

For this research, the crucial international standards when evaluating Liquefied Natu-
ral Gas (LNG) storage tanks with PAUT are listed. API 620 Annex U contains the acceptance
criteria for flaws in weldments. The sizing of a flaw in an LNG storage tank PAUT evalua-
tion must follow the sizing methods introduced in ISO 13588 and ISO 11666.

Referring to the international standards, a total of 498 S-scan PAUT simulation images
were designed and made. All the PAUT S-scan images were designed and made by PAUT
simulation with EXTENDE CIVA. The flaws embedded in the simulation had the same
rectangular shape, with different sizes. The image dataset was then divided into two
different datasets, one for training and the other for validation. Then, the images were
masked and annotated using VGG Image Annotator (VIA). The developed algorithm



Appl. Sci. 2023,13, 3204

12 0f13

References

using Mask R-CNN was trained with two different classes of S-scan, acceptable and not
acceptable (NA).

After the training, 60 S-scan images, 29 acceptable flaw images, and 31 not acceptable
flaw images were used for the performance testing of the trained model. For Class B, which
was acceptable flaws, the precision was 82.86% and the recall was 100%. For Class C, which
was unacceptable flaws, the precision was 96.43% and the recall was 87.10%. The testing
result shows that Mask R-CNN was properly trained.

The result of this research proves the applicability of ANN in PAUT S-scan data sizing.
Although the model showed good performance, it still needs some improvements before
its application in the field. Most importantly, the dataset was collected from the PAUT
simulation. For the application of the model, the model must be trained with actual PAUT
data. With actual PAUT data, the model will generate more practical results and become
part of a more efficient inspection system.
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