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Abstract: Around a third of the world’s surface area is covered with forests. This is about 4–5 billion
hectares of land. We are losing an additional 3 million hectares of forest cover each year than we did
in 2001. Hence, researchers worldwide have been working on the identification and prevention of
forest fires more aggressively. The wireless sensor network technology for forest fire detection was
established as a result of the shortcomings of standard forest fire detection techniques in real time.
This paper proposes an energy-aware Internet of Things (IoT) based Wireless Sensor Network (WSN)
model with an efficient clustering and routing technique for forest fire detection. The proposed model
is named Energy Efficient Routing Protocol (EERP). The model decreases the energy utilization in
sensor nodes by minimizing idle listening in cluster heads. EERP also minimizes the transmission of
redundant data by allowing only the sensor nodes close to an event to report the event. Furthermore,
the model ensures that sensor nodes with low energy levels do not become cluster heads. EERP uses
multi-hop routes to send data from source nodes to the Base Station. The performance of EERP is
compared with that of some existing Medium Access Control (MAC) protocols in various scenarios.
The simulation results prove that the proposed model reduces energy consumption in sensor nodes
significantly.

Keywords: wireless sensor network; time division multiple access; forest fire detection; energy
conservation; clustering; Internet of Things

1. Introduction

A wireless sensor network (WSN) is a network of wireless sensor devices that work
in a coordinated way and communicate their readings to a base station. Each device
is powered by a battery with a limited energy supply [1]. Furthermore, these devices
have low computation power, and limited sensing and transmission range. The energy
stored in the battery of a node determines the lifespan of the node. The stored energy is
used for various node operations such as sensing, processing, and communication. The
batteries in sensor nodes are small and usually cannot be replaced or recharged. There
are various energy harvesting methods, but they cannot eliminate the need for energy
management. Hence, the most challenging job is the organization of the limited battery
power by using energy-efficient hardware and software protocols for WSNs [2]. Some of the
popular applications of WSNs are surveillance in the military, remote patient monitoring
in healthcare, measurement of environmental temperature, humidity, and air pressure,
crop monitoring in agriculture, monitoring machines in industries, etc. [3]. The following
are the design challenges in WSNs: energy conservation, scalability, localization, security,
routing, etc. As sensor nodes are standalone devices that completely depend on their
batteries to carry out all activities, many researchers have been working on energy-efficient
clustering and routing techniques to reduce energy consumption in sensor nodes. In the
work proposed in [4], the authors assessed each node’s centrality, energy surplus, and
temperature to choose the best cluster head. In [5], the authors proposed a priority-based
energy-efficient routing protocol for low-power and lossy networks.
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The Internet of Things (IoT) is largely dependent on WSNs. Sensors continuously
monitor the environment in IoT-based WSNs and alert the base station (BS) immediately
if any event is detected. An IoT-based WSN also has a gateway to upload the collected
data in IoT Cloud. The BS itself can work as the gateway in some deployments. The
data stored in the IoT Cloud can be remotely accessed by users whenever they want.
Some of the implementations of IoT-based WSNs are water quality monitoring [6], air
pollution monitoring [7–9], smart agriculture [10,11], health and environments [12,13],
smart irrigation [14], smart cities and smart buildings [15–18], smart wearables [19,20], etc.

Forests are one of the most significant and necessary resources on our earth. They
purify the air we breathe and the water we drink, avoid corrosion and maintain the balance
on earth. However, our forests are rapidly disappearing because of the forest fires caused
by man as well as nature. Forest fires affect the safety of human habitation and destroy
natural resources [21]. In 1971, a forest fire in Kure, Wester Honshu, Japan, destroyed
340 hectares of forest land. By the middle of 1997, the smoke and haze from forest fires in
Indonesia had spread to neighbouring countries such as Malaysia and Singapore. In 1987,
the black dragon fire started in China, and 18 million acres of land were affected. Bandipur
National Park in India’s Karnataka state experienced widespread forest fires in February
2019. The intensity of a forest fire depends on the number of trees in the proximity, and
thirsty wood and leaf litter that serve as fuel for the fire. These components are explosive
and produce the perfect condition for starting the fire [22].

Recently, researchers have proposed many energy-aware WSN models to detect forest
fires. In E-RARP proposed in [23], sensor nodes are randomly deployed in the forest.
High residual energy sensor nodes are elected as Cluster Heads (CH). Each CH uses Time
Division Multiple Access (TDMA) techniques to collect the data from its members and
send them to the Base Station (BS). In FLS [24], the authors used temperature, smoke,
light, humidity, and distance as inputs to their fire detection system. The objective of the
model proposed in [25] is to determine the behaviour of the fire. The WSN model is used
to measure the weather conditions around an active fire. In FireWxNet [26], the authors
discussed the important aspects of modelling forest fires based on the FireWeather Index
(FWI) System. The model proposed in the work uses a WSN for the early detection of
forest fires. In the work proposed in [27], the authors used mixed learning techniques and
Unmanned Aerial Vehicles (UAV) to detect forest fires early.

The clustering and/or routing techniques used in many recent forest fire detection
models are not very energy-efficient. Many fire detection models do not use any clustering
technique for data collection. Moreover, many of them do not use multi-hop paths for
sending data packets to the sink node. The proposed model uses an energy-efficient
clustering and routing technique for collecting data and sending them to the BS. The main
contributions of the paper are highlighted below.

1. This paper discusses a TDMA-based MAC protocol named Energy Efficient Routing
Protocol (EERP) that uses energy-efficient clustering and routing algorithms. EERP
employs a novel CH selection mechanism to ensure that all CHs are uniformly dis-
tributed in the network. To communicate with the CHs in the network, the BS creates
multi-hop paths. So, the CHs do not have to communicate with the BS using high-
power signals (long-range transmissions) that are energy exhaustive. To ensure that
the load is distributed evenly across all the nodes in the network, an efficient CH
rotation mechanism is also used.

2. EERP considers three important parameters to do its job - Distance to the Event (DE),
Threshold Energy (TE), and Verification Period (VP). The DE (predefined value in
meters) ensures that only the nodes in the proximity of an event report it. The sensor
nodes located more than DE meters away from the event do not report the event to
their CHs. The TE value ensures that sensor nodes with low energy levels do not
become CHs. The VP is a small time duration in each slot in which a CH checks
the medium for any signal from the slot owner. The VP contributes to reducing idle
listening in CHs.
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3. The proposed model assumes that the target area (forest area) is composed of small
sub-areas or grids. In each grid, one CH is appointed to collect data from the rest of
the nodes in the grid. These data are sent to the BS via one of the multi-hop routes
established during the cluster formation phase. As WSNs are usually deployed to
monitor very large forest areas, single-hop transmissions to the BS can be very costly.

4. In the result section, the performance of EERP is compared with that of some existing
energy-efficient TDMA-based MAC protocols. The simulation results prove that the
proposed model performs better in reducing the energy consumption in sensor nodes
and extending the lifetime of WSNs.

The remaining sections of the article are arranged as follows. Section 2 discusses some
generic purpose WSN models, designed to extend the lifetime of WSNs. This section also
discusses some recently proposed models, designed specifically for forest fire detection.
Section 3 describes the working of the proposed model in detail. Section 4 compares
the performance of the proposed model with that of some existing TDMA-based MAC
protocols in different scenarios. In Section 5, we do a comprehensive comparative analysis
of all the protocols simulated in Section 4. Section 6 concludes the paper and highlights the
modifications that can be done to enhance the performance of the model.

2. Related Work

In this section, we first discuss some basic WSN models, designed to maximize the
lifetime of WSNs. Next, we discuss some recently proposed WSN models, designed
specifically to detect forest fires.

LEACH [28] is a self-organizing, adaptable clustering protocol for WSNs that uses a
cluster head rotation technique to distribute energy load uniformly among the network’s
sensors. Sensor nodes in the target area form groups called clusters, with one node
performing as the cluster head of the cluster. LEACH incorporates a random CH rotation
scheme, spreading the load across multiple sensors rather than continuously draining the
power from a single sensor. An elected CH broadcasts an advertisement packet to inform
the neighbouring non-CH nodes about its selection. A non-CH node sends a join request
message to the CH from which the strongest advertisement signal was received. After
cluster formation, the CH broadcasts a transmission schedule in its cluster to allocate each
cluster member one data slot in a frame. A cluster member can transmit only in its own slot.
It keeps its radio OFF in the other slots. The CH collects data from all the cluster members
and sends an aggregate packet to the BS directly.

The following protocols are the successors of LEACH that made modifications to
LEACH. LEACH- C [29] is a clustering protocol in which the BS takes all the following
decisions– selection of CHs, formation of clusters, and dissemination of data across the
network. The first protocol that uses the SPINS protocol [30] to add security features to
LEACH is SLEACH [31]. This protocol employs simple cryptographic methods for WSNs.
Q-LEACH [32] is a quadrant-based routing protocol that combines the characteristics of the
LEACH protocol and the Q-DIR [33] routing algorithms. LEACH-B [34] uses an innovative
technique for the formation of clusters and the selection of CHs in the network. By allowing
the CHs to interact with the BS via multi-hop routes, multi-hop LEACH [35] increases the
network performance in terms of energy conservation.

In MG-LEACH [36], nodes are divided into groups based on their locations, and the
number of groups depends on the density of the nodes. The BS creates these groups during
the deployment of the nodes. This step is an additional step called the Set Building Phase.
The other two phases called Setup Phase and Steady State Phase are similar to LEACH.
In BEE-MAC [37], the cluster formation process is also the same as in LEACH. Each CH
broadcasts a TDMA plan during the announcement phase to allocate control slots to its
members. A source node broadcasts a control packet in its control slot to claim one or
more data slots. To know which data slots are available, a source node keeps its radio ON
continuously from the beginning of the control period till its control slot.
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In ES-MAC [38], the cluster formation process is the same as in LEACH. ES-MAC
introduces a small time duration called the Verification Period (VP) at the beginning of
each slot. In this time duration, a CH checks the medium for any signal from the slot owner.
If the CH does not receive any signal from the slot owner during this period, it turns its
radio OFF till the beginning of the next slot. The VP ensures that idle listening in CHs is
minimized. EE-MAC [39] uses four important parameters to minimize unnecessary energy
consumption in sensor nodes and distribute the overall load uniformly among them. The
Residual Energy (RE) of each node is compared with a TE value to decide if the node can
participate in the CH selection process. A predefined value called the Proximity Threshold
(PT) ensures that CHs are not located too close to each other in the network. Another
parameter called the Maximum Cluster Size (MCS) puts a limit on the maximum size of
clusters in the network. EE-MAC also uses the VP like ES-MAC to reduce idle listening
in CHs.

LEC-MAC [40] uses five parameters to do its job. A PT value is used to distribute
CHs in the network uniformly. The PT value ensures that no region in the target area is
crowded with CHs. An MCS value is used to prevent clusters from growing too big. A TE
value is used to ensure that low-energy nodes do not become CHs. If the RE of a node is
less than the TE, it is not allowed to participate in the CH selection process. A DE value is
used to minimize the transmission of redundant data. Sensor nodes located more than DE
meters away from the event are not allowed to report the event. A VP is also used, such as
ES-MAC and EE-MAC, to reduce idle listening in CHs.

Recently, many researchers have developed very efficient WSN models for forest
fire detection. In the work discussed in [41], the authors proposed a system called the
Forest Fires Surveillance System (FFSS) to monitor forest fires. This system includes a
WSN, a middleware, and a web application. Each node in the WSN is equipped with
a thermometer, a humidity sensor, and a smoke detector. The middleware receives the
data from the gateway and processes them. The web application provides a GUI to view
the information. The WSN architecture discussed in [22], consists of sensor nodes, a
router (gateway), and a monitoring host/phone. The sensor nodes collect information on
environmental parameters such as humidity, air temperature, atmospheric pressure, wind
speed, wind direction, etc. The data are sent to the CH of the cluster. The CH aggregates
the data collected from all the sensor nodes and sends it to the Network Coordinator. The
network coordinator sends the data to the gateway. The gateway forwards the data to the
monitoring host.

In [42], the authors demonstrated how a wireless sensor network can be used to
keep track of forest fires. The design uses MICA motes that have GPS devices attached to
them. The objective here is to measure the temperature, relative humidity, and barometric
pressure in the vicinity of the fire. In [43], the authors used the Sliding Window Skylines
technique in sensor networks to detect forest fires. Basically, the authors worked on how to
avoid unnecessary communication by using a novel data suppression method. The work
in [44] used a Location Aided Routing approach to detect forest fires. The novel routing
algorithm considers three factors: length of the route between nodes, temperature recorded,
and count of packets in node buffers. EEFFL proposed in [45] divides the forest area into
three zones: High Active Zone, Medium Active Zone, and Low Active Zone. The model
uses a greedy forwarding approach to send data to the BS. Sensors in the high active zone
send data to the BS continuously. Sensors in the medium active zone send data to the BS
periodically. Sensors from the low active zone avoid transmitting data to the BS.

In [46], the authors proposed a hierarchical routing algorithm for fog-enabled sensor
networks. The ordinary sensor nodes and the CHs work only to forward the data packets.
The routing decisions are taken solely by the fog nodes as they are more powerful in
terms of storage, processing, and computation. In the work discussed in [47], the authors
proposed a comprehensive framework for the early detection of forest fires, taking into
consideration the energy consumption in sensor nodes. The framework modifies the
strategies of sensor deployment, clustering, and routing, to respond to forest fires quickly.
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Table 1 compares the WSN models discussed above based on some parameters. The
parameter ‘Cluster Formation’ denotes whether the model supports cluster formation. The
parameter ‘Slot Allocation’ denotes whether sensor nodes select slots for themselves or
slots are allocated by the CH. The parameter ‘Communication Technique’ denotes whether
the communications are single-hop or multi-hop. The parameter ‘Energy Consumption’
represents the average energy consumption in sensor nodes based on factors such as cluster
formation, communication techniques, and the number of control packets exchanged. The
parameter ‘Application’ represents the application area of the proposed WSN model.

Table 1. Comparison table.

Protocol Cluster
Formation Slot Allocation Communication

Technique Energy Consumption Application

LEACH [28] Yes Self allocation Single-hop Medium General

LEACH-C [29] Yes Self allocation Single-hop Medium General

SLEACH [31] Yes Self allocation Single-hop High General

Q-LEACH [32] Yes Self allocation Single-hop Medium General

MG-LEACH [36] Yes Self allocation Multi-hop Low General

LEACH-B [34] Yes Self allocation Single-hop Medium General

BEE-MAC [37] Yes Self allocation Single-hop Medium General

ES-MAC [38] Yes Allocation by CH Single-hop Medium General

EE-MAC [39] Yes Allocation by CH Single-hop Medium General

LEC-MAC [40] Yes Allocation by CH Single-hop Medium General

FFSS [41] No Self allocation Multi-hop Low Forest fire
Detection

E-RARP [23] Yes Allocation by CH Multi-hop Low Forest fire
Detection

LARRR [44] No Self allocation Single-hop High Forest fire
Detection

FWI [26] Yes Allocation by CH Multi-hop Medium Forest fire
Detection

HDRS [46] Yes Allocation by Fog Node Multi-hop Medium Forest fire
Detection

EEFFL [45] Yes Self allocation Multi-hop Medium Forest fire
Detection

3. Proposed Model

In the proposed model, the target area (forest area) is assumed to be divided into n
equal-sized grids. All the sensor nodes are homogeneous and equipped with temperature
sensors and global positioning systems (GPS). The sensor nodes are randomly deployed
in the target area. Each node is capable of transmitting directly to the BS by varying its
transmission power. The BS is located outside of the target area and is fully aware of the
dimensions of the grids. The sensor nodes send data packets to the BS periodically. The BS
sends the data collected from the sensor nodes to an IoT cloud. The data can be accessed
by the registered Fire Stations. If an event (fire breakout) is detected, it is immediately
reported by the sensor nodes to the BS. In this case, the data are immediately sent to the
IoT Cloud, and thereafter, to the local fire station.

The proposed model is divided into two phases: (i) Setup and (ii) Steady-State. During
the setup phase, the BS selects CHs and establishes multi-hop communication paths with
them. During the steady-state phase, the data collected by the sensor nodes are sent to the
IoT Cloud.
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3.1. Setup Phase

At the beginning of the setup phase, each sensor node sends an information message
(SNinf) to the BS. This message SNinf consists of SNid, SNre, and SNgn, where SNid represents
the sensor node ID, SNre represents the residual energy of the node, and SNgn represents
the grid number of the node. The BS compares the residual energy of each sensor node
with a predefined threshold called Threshold Energy (TE). If the residual energy in a node
is greater than the TE, it is eligible to participate in the CH selection procedure. If a node’s
residual energy is less than the TE, it cannot participate in the CH selection process. The BS
chooses the node with the highest residual energy as the CH among all the eligible nodes
in a grid. The BS then broadcasts a message BSsel to inform all sensor nodes about the
newly selected CHs. The message contains SNid and SNgn of each selected CH. Here, SNid
represents the ID of the appointed CH and SNgn represents the grid number of the CH.

Each ordinary node sends a join request (JOIN_REQ) message to its CH. An ordinary
node identifies its CH from the grid number of the CH, which matches the grid number
of the node. Each JOIN-REQ message consists of SNid and SNgn of the requesting node.
A CH accepts all the requesting nodes as its members. After a time-out period, the BS
broadcasts a message (BSfrm) to inform all the nodes in the target area about the frame size
and structure. The BS then broadcasts a schedule (BSsch) for the selected CHs. For each pair
of sending and receiving devices, this message contains SNid of the sending CH, SNid of
the receiving CH (or BSid of the BS), and SNslot which denotes the slot number in which the
sender can send data to the receiver. Next, each CH broadcasts the intra-cluster schedule
(CHsch) in its cluster. The message contains SNid and SNslot for each cluster member, where
SNid represents the ID of the cluster member and SNslot represents the slot allocated to the
member in the frame.

A sample network architecture is presented in Figure 1. The target area is split into
nine grids (clusters). Each cluster consists of four or five nodes. The CHs are represented
by sensor nodes inside red rectangular boxes. The clusters are numbered 1 through 9 from
left to right then top to bottom. The first cluster consists of five nodes numbered 1 through
5, and node 3 is the CH. The second cluster consists of four nodes numbered 6 through 9,
and node 9 is the CH. Similarly, every other cluster contains some sensor nodes, one of
which is appointed as the CH.

A frame is divided into two parts, namely intra-cluster communication period and
inter-cluster communication period. In the intra-cluster communication period, sensor
nodes send data to their CHs in the allocated time slots. In the inter-cluster communication
period, a CH sends data to its upstream CH or the BS. The frame size is determined by
the BS. A sample frame structure is shown in Figure 2. The frame structure is related to
the network presented in Figure 1. The number of ordinary nodes in the largest cluster
determines the number of slots in the intra-cluster communication period. The number
of slots in the inter-cluster communication period depends on the number of clusters in
a column and the number of clusters in a row in the network architecture. In the frame
shown in Figure 2, there are four slots in the intra-cluster communication period and five
slots in the inter-cluster communication period.
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To depict the multi-hop data transmission, we consider a scenario where data are
transmitted from CH-31 to the BS via CH-17 and CH-3. It can be seen in Figure 2 that the
ordinary sensor nodes SN-29 and SN-32 in cluster 7 (CL-7) transmit their data to CH-31 in
the first slot and second slot respectively in the intra-cluster communication period. The
other two slots (coloured grey) in the intra-cluster communication are left unused. Similarly,
SN-18 in CL-4 sends data to CH-17 in the first slot of the intra-cluster communication
period (three unused slots shown in grey). Furthermore, SN-4 and SN-5 in CL-1 send data
to CH-3 in the first slot and second slot respectively in the intra-cluster communication
period (two unused slots shown in grey). The data collected by CH-31 are sent to CH-17 in the
first slot of the inter-cluster communication period. The data collected by CH-17 are sent
to CH-3 in the second slot of the inter-cluster communication period. The data collected
by CH-3 are eventually sent to the BS in the third slot of the inter-cluster communication
period. The fourth and fifth slots (shown in grey) are used by CH-9 and CH-12 respectively
to send data to the BS. These slots are not unused, but they have been shown in grey as
they are not used in the multi-hop transmission from CH-31 to the BS. Figure 3 shows the
flowchart of the setup phase of the proposed model and Algorithm 1 shows the steps in
the setup phase of the proposed model.
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Algorithm 1: Pseudo-code for Setup-phase

1: Input: Sensor nodes deployed in target area
2: Output: Formation of clusters in target area
3: N= number of CHs/grids
4: n= number of cluster nodes
5: m= number of nodes in the target area
6: i = 0, j = 0, k = 0, l = 0, c = 0
7: for i = 1 to m
8: each node sends INF message to BS
9: end for
10: for i = 1 to N
11: for j = 1 to n
12: if (RE > UT)
13: node can participate in CH selection procedure
14: c = c + 1
15: else
16: node will become an ordinary node
17: end if
18: end for
19: end for
20: for i = 1 to N
21: for k = 1 to c
22: if (RE = max(RE))
23: node appointed as CH
24: else
25: node will become ordinary node
26: end if
27: end for
28: end for
29: for i = 1 to m
30: each node receives CH selection message from BS
31: end for
32: for i = 1 to n−1
33: each ordinary node sends JOIN_REQ message to its CH
34: end for
35: for i = 1 to m
36: each node receives frame information message from BS
37: end for
38: for i = 1 to m
39: each node receives schedule message from BS
40: end for
41: for i = 1 to n−1
42: each ordinary node receives schedule message from its CH
43: end for
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3.2. Steady-State Phase

The Steady-State phase consists of multiple frames, each of which is divided into a
number of slots. Each slot is allocated to one member node in the cluster. A member can
send data only in its own slot. It keeps its radio OFF in all other slots in a frame. At the
start of each slot, a CH turns its radio ON for a very short duration called the Verification
Period (VP). If the CH does not hear from the slot owner (member node that owns the slot)
during the VP, it turns its radio OFF immediately after the VP. If the CH hears from the
slot owner during the VP, it keeps its radio ON for the entire duration of the slot. The VP
aids in reducing idle listening in CHs. The proposed model uses another parameter called
Distance-to-Event (DE) which aids in reducing the transmission of redundant data. The
DE (predefined in meters) ensures that only nodes in the proximity of an event report it
to their CHs. If a node is more than DE metres away from the event, it will not report the
event to its CH. Figure 4 shows how verification periods are arranged in a frame. Figure 5
shows the flowchart of the steady-state phase in the proposed model.
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After gathering information from the source nodes, the CH forwards the aggregated
data to its upstream CH or the BS (if the CH belongs to one of the clusters in the first
row in the network architecture). After a predefined number of frames, the next round
begins. In the setup phase of the first round, all sensor nodes send information messages
(SNinf) to the BS. However, in the setup phase of all other rounds, CHs send information
messages (CHinf) to the BS. This CHinf message contains the following information for
all the members in the cluster (including the CH itself) - SNid and SNre. Based on this
information, the BS can decide whether the current CH can continue to function as the
CH of the cluster or whether a new node should be appointed as the CH. A new node is
appointed as the CH when the residual energy of the current CH is less than the threshold
energy. As member nodes are not directly involved in sending information messages, a
significant amount of energy is saved in the setup phase of all other rounds.

Algorithm 2 shows the steps in the steady-state phase of the proposed model. Figure 6
shows the functioning of the BS in a complete round. Figure 7 represents a scenario to
show the real-time application of the proposed model. In the given scenario, a fire breakout
is detected by SN-41 in CL-9. The node sends the information to CH-40, and CH-40
communicates the message to the BS via CH-27 and CH-12. The BS sends the information
to the IoT Cloud, which is then immediately sent to the local fire station. The path of data
transmission is shown in a red dotted line from CH-40 to the BS and a red solid line from
the BS to the local fire station.

Algorithm 2: Pseudo-Code for Steady-State Phase

1: Input: Clusters formed in Setup Phase
2: Output: Data Transmission to the IoT Cloud
3: N = total number of clusters
4: n = total nodes in a cluster
5: i = 0, j = 0, s = no of slots
6: Node detects a new event
7: If (distance to event > DE)
8: do not report the event
9: else
10: report event in its slot
11: end if
12: for i = 1 to s
13: if (CH receives data from its member in VP)
14: continue listening till the end of the slot
15: else
16: turn radio OFF
17: end if
18: end for
19: for i = 1 to s
20: if (Current slot = last time slot for intra-cluster communication)
21: wait to receive data from downstream CH in the inter-cluster communication period
22: else
23: listen to channel in VP of next slot
24: end if
25: end for
26: if (Data is received from downstream CH in VP)
27: Continue listening till the end of the slot
28: else
29: Turn off radio
30: end for
31: for i = 1 to N
32: CH sends aggregate data to its upstream CH /BS
33: end for
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4. Simulation Results

The python programming language is used for the simulations. As in LEACH, the
simulations employ the First Order Radio Model. The parameters used in the simulations
are mentioned in Table 2. Here, Elec represents the amount of power required to operate the
circuitry of a transmitter or receiver. The term Eidle denotes energy spent in the idle mode.
To indicate the amount of power used by the transmit amplifier, we use the symbol Eamp.

Table 2. : Simulation Parameters.

Parameter Value

Target Area 100 × 100 m2 / 50 × 50 m2

Eelec 50 nJ/bit

Quantity of Nodes 100/200

Control packet size 20 bytes

Data/schedule packet size 100 bytes

Eidle 40 nJ/bit

Node initial energy 5 Joules

Eamp 100 pJ/bit/m2

Number of cluster heads 16

Number of frames 20

Threshold Energy 1 Joule
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4.1. Scenario 1

In Scenario 1, 100 sensor nodes are deployed in a 100 × 100 m2, and the number of
CHs is 16. Figure 8. shows the results of the first simulation. Figure 9 represents the round
numbers in which the First Node (FN) and Last Node (LN) die in each protocol.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 15 of 23 
 

 

Figure 8. Simulation results in Scenario 1 

 

Figure 9. FN and LN deaths in Scenario 1 

4.2. Scenario 2 

In scenario 2, 200 nodes are deployed in a 100100 m2 area, and the number of CHs 

is 16. Figure 10 displays the simulation results in the second scenario. Figure 11 represents 

the round numbers in which the FN and LN die in each protocol. 

 

0

500

1000

1500

2000

2500

3000

3500

4000

4500

1 25 50 75 100

N
o

 o
f 

R
o

u
n

d
s

No of Nodes

LEACH ESMAC EEMAC EERP

Figure 8. Simulation results in Scenario 1.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 15 of 23 
 

 

Figure 8. Simulation results in Scenario 1 

 

Figure 9. FN and LN deaths in Scenario 1 

4.2. Scenario 2 

In scenario 2, 200 nodes are deployed in a 100100 m2 area, and the number of CHs 

is 16. Figure 10 displays the simulation results in the second scenario. Figure 11 represents 

the round numbers in which the FN and LN die in each protocol. 

 

0

500

1000

1500

2000

2500

3000

3500

4000

4500

1 25 50 75 100

N
o

 o
f 

R
o

u
n

d
s

No of Nodes

LEACH ESMAC EEMAC EERP

Figure 9. FN and LN deaths in Scenario 1.

4.2. Scenario 2

In scenario 2, 200 nodes are deployed in a 100 × 100 m2 area, and the number of CHs
is 16. Figure 10 displays the simulation results in the second scenario. Figure 11 represents
the round numbers in which the FN and LN die in each protocol.
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4.3. Scenario 3

The third scenario involves the deployment of 100 nodes in a 50 × 50m2 area with
16 CHs in the target area. The outcomes of the simulations can be seen in Figure 12.
Figure 13 represents the round numbers in which the FN and LN die in each protocol.
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4.4. Scenario 4

In the fourth scenario, there are 200 sensor nodes in a 50 × 50 m2 target area with
16 CHs. The outcomes of the simulations can be seen in Figure 14. Figure 15 represents the
round numbers in which the FN and LN die in each protocol.
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5. Comparative Analysis

This section presents the analysis of energy consumption in sensor nodes in all four
protocols that were simulated. The analysis considers energy consumption due to send-
ing/receiving control/data packets during the cluster formation process and the average
energy spent in each frame of a protocol. Table 3 shows the comparison of the protocols
based on their important characteristics.
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Table 3. Comparisons of Protocols.

LEACH ES-MAC EE-MAC EERP

Threshold Energy × × X X

Proximity Threshold × × X ×
Maximum Cluster Size × × X ×

Cluster Selection Criteria Strength of ADV Strength of ADV Strength of ADV
& MCS

Based on location
(join Upstream CH when
no node can become CH

in own grid)

Distance to Event × × × X

Verification Period × X X X

X—Considered, ×—Not Considered.

5.1. Energy Consumption in LEACH

The amount of energy used by an ordinary sensor node is expressed by EON_LEACH
and is computed as shown in Equation (1).

EON_LEACH = ERE_ADV + ESE_JOIN + ERE_SCH + ESE_DATA (1)

The energy consumed by the node in receiving advertisement packets is denoted
by ERE_ADV. The energy spent in sending a join request to the selected CH is denoted
by ESE_JOIN. The term ERE_SCH denotes the energy spent in receiving the schedule from
the CH. ESE_DATA represents the energy consumed by the node in transmitting data to
the CH. ECH_LEACH indicates the energy consumed by a CH and is determined by using
Equation (2).

ECH_LEACH = EBR_ADV + ERE_JOIN + EBR_SCH + ERE_DATA + ESE_DATA (2)

The energy spent by the CH in broadcasting an advertisement packet is denoted by
EBR_ADV. ERE_JOIN is the energy spent in receiving join-request packets from ordinary
nodes. EBR_SCH represents the energy consumed by the CH in broadcasting the schedule
in its cluster. ERE_DATA represents the energy consumed in receiving data from member
nodes. ESE_DATA represents the energy consumed by the CH in sending data to the BS. The
total energy spent in a cluster in a LEACH frame is denoted as ELEACH and is calculated
using Equation (3). Here, n is the number of member nodes in the cluster.

ELEACH = n * EON_LEACH + ECH_LEACH (3)

5.2. Energy Consumption in ES-MAC

In ES-MAC, the energy consumption in each ordinary sensor node is denoted by
EON_ESMAC and is computed as shown in Equation (4). The energy spent by the CH is
denoted by ECH_ESMAC and is calculated as shown in Equation (5).

EON_ESMAC = ERE_ADV + ESE_JOIN + ERE_SCH + ESE_DATA (4)

ECH_ESMAC = EBR_ADV + ERE_JOIN + EBR_SCH + ERE_DATA + ESE_DATA (5)

The total energy spent in a cluster in an ES-MAC frame is denoted by the symbol
EESMAC, where n is the number of member nodes in the cluster.

EESMAC = n* EON_ESMAC + ECH_ESMAC (6)
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In LEACH, the CHs lose a significant amount of energy in idle listening. In ES-MAC,
the Verification Period is used to reduce idle listening in CHs. Hence, ES-MAC reduces
energy consumption in sensor nodes compared with LEACH.

5.3. Energy Consumption in EE-MAC

In EE-MAC, the energy consumed by an ordinary sensor node is denoted by EON_EEMAC
and is computed as shown in Equation (7).

EON_EEMAC = ERE_ADV + ESE_JOIN + ERE_ACK + ERE_SCH + ESE_DATA (7)

Here, ESE_JOIN denotes the energy spent in sending join-request messages to CHs.
ERE_ACK is the energy spent by the ordinary node in receiving acknowledgement packets
from CHs. ECH_EEMAC denotes the energy consumed by the CH and is calculated using
Equation (8).

ECH_EEMAC = EBR_ADV + ERE_JOIN + EBR_ACK + EBR_SCH + ERE_DATA + ESE_DATA (8)

EBR_ACK denotes the energy spent by the CH in broadcasting acknowledgement
packets. The total energy spent in a cluster in an EE-MAC frame is denoted by EEEMAC and
is calculated using Equation (9). Here, EAON_EEMAC denotes the energy spent by all the
ordinary nodes in the cluster.

EEEMAC = EAON_EEMAC + ECH_EEMAC (9)

EE-MAC saves more energy compared to LEACH and ES-MAC. EE-MAC uses four
parameters to save energy. The RE of a node is compared with a TE value to decide if the
node can participate in the CH selection process. The PT ensures that CHs are not located
too close to each other in the network. The MCS puts a limit on the maximum size of
clusters in the network. The VP aids in reducing idle listening in CHs.

5.4. Energy Consumption in EERP
In EERP, the energy spent by an ordinary node is represented by EON_EERP and is

calculated as shown in Equation (10).

EON_EERP = ESE_INF + ERE_BS-SEL + ESE_JOIN + ERE_BS-FRM + ERE_BS-SCH + ERE_CH-SCH + ESE_DATA (10)

Here, ESE_INF is the energy consumed in communicating the information message to
the BS. ERE_BS-SEL is energy spent in receiving the CH selection message from BS. ESE_JOIN
is the amount of energy spent in sending a JOIN_REQ message to its CH. ERE_BS-FRM
represents the energy consumed in receiving frame information from BS. ERE_BS-SCH denotes
the energy spent in receiving the inter-cluster communication schedule from BS. ERE_CH-SCH
denotes the energy spent in receiving the intra-cluster communication schedule from CH.
ESE_DATA denotes the energy spent in sending data to its CH. The energy consumed by the
CH is denoted by ECH_EERP and is calculated by using Equation (11).

ECH_EERP = ESE_INF + ERE_BS-SEL + ERE_JOIN + ERE_BS-FRM + ERE_BS-SCH + EBR_CH-SCH +
ERE_DATA + ESE_DATA

(11)

Here, EBR_CH-SCH is the energy consumed by the CH in broadcasting the schedule
in its cluster. ESE_DATA is the energy spent in sending the data to its upstream CH or BS.
EEERP denotes the total energy spent in the cluster in an EERP frame and is calculated by
using Equation (12). Here, EAON_EERP denotes the energy spent by all the ordinary nodes
in the cluster.

EEERP = EAON_EERP + ECH_EERP (12)

The proposed model saves more energy compared to LEACH, ES-MAC, and EE-MAC.
EERP considers three parameters to do its job. The TE is compared with the RE of a node
to decide if it can be selected as the new CH. In the case of a CH, it is decided whether the
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CH can continue to function as the CH of the cluster. The DE ensures that only the nodes
within the proximity of an event report the event. The VP ensures that idle listening in CHs
is reduced.

6. Conclusion and Future Work

In this research, we propose an Energy Efficient Routing Protocol (EERP) which is
a TDMA-based MAC protocol to extend the lifetime of IoT-based WSN systems used
for forest fire detection. The model decreases the energy utilization in sensor nodes by
minimizing idle listening in cluster heads. EERP also minimizes the transmission of
redundant data by allowing only the sensor nodes close to an event to report the event.
Furthermore, the model ensures that sensor nodes with low energy levels do not become
cluster heads. EERP uses multi-hop routes to send data from source nodes to the Base
Station. The performance of EERP is compared with that of some existing MAC protocols
in various scenarios. The performance of the proposed model can be further enhanced by
using soft computing techniques.
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43. Krešimir, P.; Belani, H.; Vuković, M. Early forest fire detection with sensor networks: Sliding window skylines approach. In
Proceedings of the Knowledge-Based Intelligent Information and Engineering Systems: 12th International Conference, KES 2008,
Proceedings, Part I 12, Zagreb, Croatia, 3–5 September 2008; Springer: Berlin/Heidelberg, Germany, 2008; pp. 725–732.

44. Al-Dhief, F.T.; Muniyandi, R.C.; Sabri, N.; Hamdan, M.; Latiff, N.M.A.; Albadr, M.A.A.; Khairi, M.H.H.; Hamzah, M.; Khan, S.
Forest Fire Detection Using New Routing Protocol. Sensors 2022, 22, 7745. [CrossRef]

45. Vikram, R.; Sinha, D.; De, D.; Das, A.K. EEFFL: Energy efficient data forwarding for forest fire detection using localization
technique in wireless sensor network. Wirel. Netw. 2020, 26, 5177–5205. [CrossRef]

46. Noureddine, M.; Khemiri-Kallel, S.; El Alaoui, A.E. Fog-assisted hierarchical data routing strategy for IoT-enabled WSN: Forest
fire detection. Peer–Peer Netw. Appl. 2022, 15, 2307–2325.

47. Emre, A.Y.; Korpeoglu, I.; Ulusoy, Ö. A framework for use of wireless sensor networks in forest fire detection and monitoring.
Comput. Environ. Urban Syst. 2012, 36, 614–625.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://doi.org/10.3390/s22207745
http://doi.org/10.1007/s11276-020-02393-1

	Introduction 
	Related Work 
	Proposed Model 
	Setup Phase 
	Steady-State Phase 

	Simulation Results 
	Scenario 1 
	Scenario 2 
	Scenario 3 
	Scenario 4 

	Comparative Analysis 
	Energy Consumption in LEACH 
	Energy Consumption in ES-MAC 
	Energy Consumption in EE-MAC 
	Energy Consumption in EERP 

	Conclusion and Future Work 
	References

