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Abstract: The multi-microgrid (MMG) system has attracted more and more attention due to its
low carbon emissions and flexibility. This paper proposes a multi-agent reinforcement learning
algorithm for real-time energy management of an MMG. In this problem, the MMG is connected
to a distribution network (DN). The distribution network operator (DSO) and each microgrid (MG)
are modeled as autonomous agents. Each agent makes decisions to suit its interests based on local
information. The decision-making problem of multiple agents is modeled as a Markov game and
solved by the prioritized multi-agent deep deterministic policy gradient (PMADDPG), where only
local observation is required for each agent to make decisions, the centralized training mechanism is
applied to learn coordination strategy, and a prioritized experience replay (PER) strategy is adopted
to improve learning efficiency. The proposed method can deal with the non-stationary problems in
the process of a multi-agent game with partial observable information. In the execution stage, all
trained agents are deployed in a distributed manner and make decisions in real time. Simulation
results show that according to the proposed method, the training process of a multi-agent game is
accelerated, and multiple agents can make optimal decisions only by local information.

Keywords: multi-microgrid; multi-agent; energy management; reinforcement learning

1. Introduction

To address severe climate challenges, many countries have proposed the goal of
“net zero emissions” strategies [1]. As an important means of local integration and local
consumption of distributed renewable energy, the microgrid (MG) is of great significance
for reducing carbon emissions.

There have been many studies on the optimal scheduling of low-carbon MGs. Ref. [2]
proposed a risk-based multi-objective energy exchange optimization for the networked
MGs considering renewable power generation uncertainties. Refs. [3,4] proposed manage-
ment methods and operation strategies of integrated energy storage systems and demand–
response, respectively, for the uncertainty of renewable energy. However, with the introduc-
tion of social funds in the MG construction, the traditional centralized optimal scheduling
method cannot reflect the interests of different agents, and the multi-agent method pro-
vides a solution to the multi-agent management problem. In [5], power suppliers and
consumers in the MG were modeled as autonomous agents, maximizing their own benefits
through local decisions of each agent. Refs. [6,7] proposed a scheduling model based on a
multi-agent game and reinforcement learning for an integrated energy microgrid.

With the development of distributed generation, multiple MGs can operate under the
same distribution network, forming a multi-microgrid (MMG) system. Ref. [8] proposed a
cloud edge computing method for economic dispatch of active distribution network agents
with MMG agents. Ref. [9] presents a stochastic programming model for the planning of
MMGs in distribution networks.
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The decision-making process for a MMG is a partially observable Markov game.
Although the multi-agent method can reflect the respective interests of different agents,
there are still the following problems that need to be solved in the actual process: (1) The
traditional game theory model is limited to a simple environment with complete informa-
tion [10], making it difficult to solve the observable multi-agent decision-making problem
this way. (2) The training process of multiple agents with partially observable information
is non-stationary, and it is difficult to reach a stable equilibrium point. The authors of [11]
used the alternating direction method of multipliers (ADMM) to solve the optimization
problem of a multi-agent microgrid. The algorithm requires all parameters in advance, and
it needs to obtain accurate renewable energy output, real-time prices. and other information.
The authors of [3,5–7] simulated the game process of MMG agents based on a Q-learning
algorithm and found the best strategy, but Q-learning cannot handle high-dimensional
continuous information, and its application scope is limited. The authors of [9,12] adopted
a heuristic algorithm but still needs an accurate model. Ref. [13] adopted a data-driven
Monte Carlo method to make day-ahead decisions on retail electricity prices at the point of
common coupling (PCC) of MMG, which does not require an explicit mathematical model
but cannot be applied to real-time decision-making problems. With the development of
artificial intelligence technology, advanced deep reinforcement learning provides a new
way for the artificial intelligence driving of MMG agents. The authors of [14] applied an
asynchronous advantage actor–critic (A3C) algorithm to MMG energy management. Unlike
the above algorithm, it can be applied to continuous multi-dimensional action and state
space. A novel real-time energy management strategy for an autonomous multi-energy
management system based on the deep deterministic policy gradient (DDPG) algorithm
was proposed in [15], which can learn from past experiences. Although the DDPG algo-
rithm has excellent performance in solving uncertain problems [16], it cannot guarantee
stability in the multi-agent scenario [17]. The multi-agent deep deterministic policy gradi-
ent (MADDPG) algorithm [18] is used to solve Markov games in problems such as swarm
intelligence perception [19] and active/reactive power coordinated scheduling [20].

This paper proposes a real-time energy management strategy for MMGs based on
multi-agent deep reinforcement learning (MADRL), in which the objectives of the distribu-
tion system operator (DSO) are to improve the profit from selling power and improve the
smoothness of the power exchange at the PCC, and the objective of each MG is to reduce
its own operating cost. During operation, each agent can only obtain local observation
information. The DSO agent adjusts the retail electricity price according to the operation
state of the MMG, and each MG agent schedules according to the observation information.
The decision-making problem of the MMG is modeled as a Markov game and solved by the
MADDPG. The cooperation and competition between agents can be fully considered. Mul-
tiple agents use centralized training to reach equilibrium as soon as possible, and then they
are deployed in a distributed manner to make decisions in real time. In addition, in order to
improve training efficiency, this paper proposes the use of the prioritized-experience-replay
method [21], in which the experience and priority are stored in a binary tree structure. The
major contributions of this paper are summarized as follows:

1. A real-time energy management strategy is developed for the MMG to optimize the
operation of the DSO and individual MGs. The decision-making problem of the
MMG is modeled as a Markov game. Unlike a centralized optimization algorithm, the
proposed model can take into consideration the interests of each agent and simulate
the game process of agents.

2. A prioritized multi-agent deep deterministic policy gradient (PMADDPG) is proposed
to solve the Markov game, where the centralized training mechanism is applied to
learn a coordination strategy. The trained agents can be deployed in a distributed
manner and make decisions in real time. In addition, a prioritized experience replay
(PER) strategy is adopted to improve learning efficiency considering that the decision-
making process of multi-agent with partial observable information is non-stationary.
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3. According to the proposed method, all agents can make decisions based on local
observation, which reduces the requirements for the communication network. In
addition, the inferences of the neural network can allow making decisions quickly and
greatly alleviate the communication burden. It avoids solving complex optimization
problems through the time-consuming heuristic algorithms and realizes real-time
decision making.

4. Privacy protection. In the execution stage, all agents make decisions based on local
information. There is no information exchange between MMGs, and the DSO will
not obtain the detailed information inside the MGs but only observe them as a whole.
Thus, the privacy of MGs is protected.

The remainder of the paper is organized as follows. Section 2 formulates the multi-
microgrid energy management problem, including the DSO model and MMGs model. In
Section 3, the multi-microgrid energy management problem is converted into a Markov
game model with multiple agents. Section 4 proposes the PMADDPG to solve the Markov
game model with multiple agents. In Section 5, the numerical simulation results are shown
and analyzed. Finally, Section 6 concludes the paper.

2. Modeling of Multi-Microgrid Energy Management

As an important subject of integrated distributed renewable energy [22], the power
exchange of a MMG at the PCC has great uncertainty, which will impact the distribution
network. To this end, this paper constructs a MMG energy management model. The
interaction between the MMG and the distribution network is shown in Figure 1. The
information is transmitted between the distribution network and the MMG through a
two-way communication network. The DSO releases retail electricity prices to the MMG in
real time, and each MG feeds back its electricity purchase or sales based on the retail price.
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Figure 1. Multi-microgrid energy management system framework.

The objective of the DSO is to improve the profit of distribution network through an
appropriate retail electricity price strategy, while smoothing the power exchange curve at
the PCC. The DSO sets the retail price by solving the following problems:

Max E
(
(1− α)Jd

t /Jd
base − αϕd

t /ϕd
base

)
(1)

Jd
t =

(
λd

t − λc
t

)
τ

Nm

∑
m=1

εmPb
m(t) (2)

ϕd
t =

∣∣Pex(t)− Pst∣∣I(∣∣Pex(t)− Pst∣∣ ≥ Pthr
)

(3)

Pex(t) =
Nm

∑
m=1

(
εmPb

m(t)− Ps
m(t)/εm

)
(4)
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I(x) =
{

1 ifxistrue
0 ifxis f alse

(5)

Pb
m(t) ∗ Ps

m(t) = 0 (6)

where Equation (1) is the objective of the DSO, in which Jd
t is the profit of the DSO at time t,

ϕd
t is the penalty term of the DSO for the unsmoothness of power exchange at the PCC, α is

the weight factor, Jd
base is the normalization factor of profit, and ϕd

base is the normalization
factor of the penalty term. The expression of Jd

t is shown in Equation (2), where λc
t is the

wholesale electricity price at time t, λd
t is the retail electricity price released by DSO, and

τ is the time interval. εm refers to the network loss factor from the MG to the PCC. The
expression of ϕd

t is shown in Equation (3), where Pb
m and Ps

m represent the local purchasing
and selling power of the MG. Pex represents the total power exchange between the MG and
the distribution network, and its expression is shown in Equation (4). Pex > 0 represents the
total net power purchased by the MG through the PCC. Pst is the expected power exchange,
and Pthr is the threshold power. Equation (5) is the expression of logical function I. When
the condition is true, the function value is one; otherwise, it is zero. When the deviation of
the power exchange is less than the threshold power, no penalty will be imposed on DSO.
When the deviation is large, the penalty will be imposed to reduce the peak to average ratio
of the power exchange at the PCC. Equation (6) represents that the MG can only perform
one operation of power purchasing or sale at the same time.

For each MG, it solves the following mixed integer quadratic programming based on
the received retail electricity price to reduce the operation cost:

Min
T

∑
j=t

γj−t cos t(t) (7)

cos t(t) =

(
∑

j∈M
Cg,j

t + CB
t + CD

t + Cex
t

)
τ (8)

where γ represents the attenuation coefficient; γ ∈ [0,1]. T is the total time steps, τ is the
adjacent time interval. M is a collection of controllable generator sets. Cost (t) is the cost of
the tth time step, specifically including the cost of controllable generator units, the cost of
energy storage system, the cost of load demand response, and the cost of power exchange
with external power grids. The mathematical expressions of all costs are as follows:

Cg,j
t

(
Pg

j (t)
)
= aj

(
Pg

j (t)
)2

+ bjP
g
j (t) + cj (9)

CB
t = kBabs(SOC(t + 1)− SOC(t))cap (10)

CD
t = ∑

z∈Z
αzPD

z (t) (11)

Cex
t = λd

t εmPb
m − λc

t Ps
m/εm (12)

Equation (9) represents the generation cost of controllable unit j; aj, bj, and cj are coeffi-
cients of the quadratic term, primary term, and constant term, respectively. Equation (10)
represents the cost of the energy storage. A change in its state of charge (SOC) can charac-
terize the use of the battery. KB is the cost coefficient of the battery, and cap is the capacity of
the battery. Equation (11) represents the cost of load demand response, αZ is the response
cost, PD

z is the response quantity of block z, and Z is the collection of demand response
blocks. Equation (12) is the cost of power exchange with the external power grid, which
depends on the purchasing/selling power and real-time retail price. εm is the network loss
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factor of the line. It is always greater than one, because the network gateway for settlement
is at the PCC. In addition, the MG also needs to meet the following constraints:

Pg,min
j ≤ Pg

j (t) ≤ Pg,max
j (13)

0 ≤ ∑
z∈Z

PD
z (t) ≤ kdPload(t) (14)

PB,min ≤ PB(t) ≤ PB,max (15)

SOC(t + 1) = SOC(t) + εcPB(t)τI
(

PB(t) ≥ 0
)

/cap + PB(t)τI
(

PB(t) < 0
)

/εdisccap (16)

SOCmin ≤ SOC(t) ≤ SOCmax (17)

∑
j∈M

Pg
j (t) + PWind(t) + PPV(t) + Pb

m = Pload(t) + PB(t) + Ps
m − ∑

z∈Z
PD

z (t) (18)

where Equation (13) is the constraint on the output of controllable unit; Pg,min
j and Pg,max

j
are the output lower and upper limit of unit j, respectively. Equation (14) is a constraint on
the power of the demand response block. Kd is the proportion of the load participating in
the demand response, and the power curtailment of the demand response cannot exceed
the limit. Equation (15) limits the power exchange PB of the energy storage battery. PB

> 0 means that the MG charges the battery, and PB < 0 means that the battery provides
power support to the MG. PB,min and PB,max, respectively, represent the power limits of
discharge and charging of the battery. Equation (16) is the model of an energy storage
system. εC and εDisc represent the charging and discharging efficiency of the energy storage
battery, respectively. Additionally, cap represents the capacity of the battery. The logic
function represents the current state of charge and discharge of battery, and SOC changes
with the charging and discharging process. Equation (17) limits the range of SOC. SOCmin

and SOCmax represent the lower and upper limits of SOC, respectively. Equation (18) is the
balance constraint of the MG power. PWind and PPV represent the output of the wind power
generator and photovoltaic panel, respectively.

It is necessary for all power systems to meet the power balance constraints, and
the same for multi-microgrid systems. Power-flow constraints are satisfied in power
systems with a demand response [23] and distributed energy systems [24]. Actually, all
the imbalance of the multi-microgrid system is balanced by the external power grid at the
PCC, and Pb

m/Ps
m in Equation (2) is the power imbalance of MMGs, which represent the

purchasing/selling power of the MGs. Additionally, Equation (18) is the power balance
constraint. Pb

m/Ps
m provided by the external power grid maintains the power balance

among the PD
z , Pg

j (t), PWind(t), PPV(t), Pload(t), and PB(t).
The mathematical model of each agent is established above. Multiple agents seek

stable decision-making strategies by continuous games.
It is worth mentioning that with the increase in the penetration of distributed renew-

able energy, multiple energy storage systems have gradually become a research hotspot.
Control frameworks for transactive energy storage services are proposed in [25], and op-
timal power-flow control of a hybrid renewable energy system with energy storage is
proposed in [26]. Benefiting from the learning ability of reinforcement learning in complex
environments, the method proposed in this paper can be easily transformed for multiple
storage systems, specifically through the following two ways:

1. Deploying multiple energy storage systems in a microgrid. For the agent, it only
needs to expand the dimensions of the action network—that is, to adjust the structure
of the output layer of the neural network and add corresponding control signals to
each energy storage system.

2. Multiple agents are deployed in multiple MGs. It is quite consistent with the multi-
agent system proposed in this paper. It only needs to increase the number of agents
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in the application process. In addition, the privacy of multiple energy storage can
be protected.

3. Multi-Agent Markov Game Model

The MMG management system can be regarded as a decision-making model for
multiple agents due to the differences in interest subjects and optimization objectives. The
whole system can be divided into a DSO agent AD and various MG agents Am

i , i = 1, 2,...,
Nm. The decision of each agent will be affected by the joint decision of other agents, and
the Markov decision process is expanded into a Markov game in the multi-agent field. A
Markov game of N agents can be represented as (S, A1,..., AN,..., O1,..., ON, R1,..., RN, TR),
where S represents the set of overall states of all agents, Ai represents the set of actions of
agent i, Oi represents the set of environmental states that agent i can observe, Ri represents
the set of rewards of agent i, and TR represents the state transition function. The Markov
game process of agent i is as follows: agent i observes its current state ot

i ∈ Oi at time step t,
and then selects actions at

i ∈ Ai according to the observed state to obtain corresponding
rewards rt

i ∈ Ri and the next observed state ot+1
i ∈ Oi. The strategy adopted by agent i is

the mapping from state space to action space: Oi × Ai→ [0,1]. The mapping of the state
transition function TR is shown as follows: S× A1 × . . .× AN → S . Reward is a function
of the agent’s state and action, S× Ai → R . Each agent selects strategies according to its
observation to maximize the expected discount reward:

Rt
i =

T

∑
n=0

γnrt+n
i (19)

where γ is the discount factor and T is the time step of the observation interval.
The Markov game of the DSO agent and MG agents are given below. The observation

state space oD
t of the DSO agent at time step t is shown in Equation (20):

oD
t :
{

Pex
t−1, Pex

t−2, . . . , Pex
t−L, λc

t−1, λc
t−2, . . . , λc

t−L, ht
}

(20)

where Pex
t−L is the total power exchange of MG at time step t−L, λc

t−L is the wholesale
electricity price at time step t−L, and ht is the time component. It can be seen that the
DSO agent needs to obtain the power-exchange information and wholesale electricity price
information of the last L time steps when making decisions. The action aD

t : λD
t it takes at

time step t is to set the retail electricity price of time step t.
The reward obtained by DSO agent in time step t is shown in (21):

rd
t = (1− α)Jd

t / Jd
base − αϕd

t / ϕd
base (21)

It is composed of electricity selling profits and penalty factors; α is the weight factor.
The state information of MG i is shown in Equation (22):

om
i,t :
{
λd

t , Li,t, Pre
i,t, SOCi,t, ht

}
∀i ∈ N (22)

where N is the collection of MGs; λd
t is the retail electricity price vector; Li,t is the load vector;

Pre
i,t is the renewable energy output vector, including wind power output and photovoltaic

output; SOCi,t is the state of charge of the energy storage battery in MG I; and ht is the
time corresponding to the time step t. The agent makes decisions based on the observation
information, and each state vector is as follows:

λd
t =

[
λd

t , λd
t−1, . . . , λd

t−L+1

]
(23)

Li,t = [li,t−1, li,t−2, . . . , li,t−L] (24)

Pre
i,t =

[
pre

i,t−1, pre
i,t−2, . . . , pre

i,t−L
]

(25)
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where λd
t is the retail price of the DSO at time step t, li,t−1 is the load in the MG i at time step

t − 1, and pre
i,t−1 is the output of renewable energy in the MG i at time step t − 1. The MG

agent makes decisions based on the above local observation information, and its decisions
at time step t are as follows:

am,i
t :

{
Pg

i,j, PB
t , PD

t

}
∀j ∈M (26)

where each component represents the output of each controllable unit, the power of energy
storage, and the response power of the load block.

The reward of the MG agent Am
i is the opposite of the operating cost. In addition, the

penalty item of SOC is also taken into account.

rm
t = − cos t(t)/Jm

base − I
(

SOC(t + 1) < SOCminorSOC(t + 1) > SOCmax
)

/ϕm
base (27)

where Jm
base and ϕm

base are the normalization factors of the cost item and penalty item, respectively.

4. Solution Based on Multi-Agent Reinforcement Learning
4.1. Multi-Agent Reinforcement Learning Algorithm

The MADDPG is used to solve the above Markov game problem in this paper. In
order to reach equilibrium in the non-stationary game environment as soon as possible,
the MADDPG adopts a centralized training mode, in which additional information can
be introduced to improve the stability of the environment. As shown in Equation (28),
additional information of other agents is introduced into the training process. Even if the
strategies of other agents change (πi 6= πi

′), the training environment is still stable.

P
(
s′|s, a1, . . . , aN , π1, . . . , πN

)
= P

(
s′|s, a1, . . . , aN

)
= P

(
s′|s, a1, . . . , aN , π1

′, . . . , πN
′) (28)

Agent i is composed of the online actor network µi and the online critic network Qi, and
their parameters are θi and ηi, respectively. The experience generated in the interaction with
the environment is continuous and does not meet the requirements of an independent and
identical distribution of sampling, so replay buffer D is used to store historical experience,
with the capacity of Ne. During training, random sampling is conducted in the replay buffer
to cut off the correlation between experiences. The objective of reinforcement learning is to
find a strategy to maximize reward expectation J.

J(µi) = E
[

Qµ
i (o, a1, . . . , aN)

]
(29)

Actor network µi updates its parameters based on the gradient ascent method. The
gradient of the objective function is shown in Equation (30):

∇θi J(µi) = Eo,a∼D
[
∇θi µi(oi)∇ai Q

µ
i (o, a1, . . . , aN)

∣∣∣ai=µi(oi)

]
(30)

Where the policy gradient is related to the gradient of the critic network, and the
online actor network µi achieves improvement with the help of the critic network gradient.

In order to improve the stability of the learning process, the target actor network (with
parameter θi

′) and the target critic network (with parameter ηi
′) are introduced. The target

network has the same structure as the online network, but the parameter update frequency
is different. The online critic network is updated by minimizing the error L with the target
value yi:

L(θi) = Eo,a,r,o′∼D

[(
Qµ

i (o,a1, . . . , aL)− yi

)2
]

(31)

yi = ri + γQµ′

i
(
o′, a′1, . . . , a′L

)∣∣∣a′ i=µ′ i(o′ i)
(32)

where o’ is the state observed after the agent executes action a, and γ is the discount factor.
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The soft update strategy is used to update the target actor network and target critic
network, as shown in (33) and (34):

θ′ ← ρθ + (1− ρ)θ′ (33)

η′ ← ρη + (1− ρ)η′ (34)

where ρ << 1 is the update parameter of the target network, and the soft update is rela-
tively slow.

Figure 2 shows the interaction process between multiple agents and the environment.
µi makes decisions based on the local observations. The action of all agents jointly affects
the environment, and each agent also receives corresponding real-time rewards. This
transition is stored in the replay buffer of each agent. During training, agents take batch
samples from replay buffers. Qi needs to obtain overall state and action information. µi
only needs local observation information.
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4.2. The Prioritized Experience Replay Strategy

The experiences are sampled from the replay buffer during the training process, and
the sampled experiences determine the learning effect of the neural network. In order to
improve the learning efficiency, this paper proposes to use the prioritized-experience-replay
strategy in the multi-agent training process. The value of experience in the replay buffer can
be measured by the absolute value of TD error, as shown in Equation (35). A larger positive
value of δi.n means that the action selection of the experience was relatively successful,
and a large negative value means that there was a mistake in the action selection. These
experiences can be used to quickly learn successful strategies and avoid major mistakes.
Therefore, the sampling priority can be determined according to the absolute value of TD
error to improve learning efficiency.

δi,n = ri,n + γQµ′

i,n −Qµ
i,n (35)

The probability of experience being sampled is positively related to its priority. For
agent i, when experience n is sampled and trained, its priority pi,n is updated as shown
in (36):

pi,n = |δi,n| (36)
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When the newly generated experience is stored, its priority is equal to the current
maximum priority, so as to avoid the newly generated experience not obtaining sampling
opportunities. In order to effectively update and sample experience, as shown in Figure 3,
a binary tree structure of sum tree is used to store experience and its priority. Each node is
the sum of its child nodes. The priority of each experience is taken as the leaf node, and the
root node is the sum of all experience priorities.
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Sample Ns samples in the replay buffer. The value of root node is divided into Ns
intervals equally, and one randomly samples in each interval. For a certain sampling value
ps, if it is less than the value c11 of the left child node, the path on the left will be followed;
otherwise, the path on the right will be followed. If ps < c11, ps is compared with the values
of the two child nodes in the lower layer on the left. If ps < c21, the left path will be followed.
If ps > c21, the right path will be followed and ps is updated. The new ps is equal to the
difference between the original value and the value of the left child node. It will continue
according to the above rules until a leaf node is reached. Finally, the experience of the
selected leaf node is trained. For the leaf node with priority of pi,n, the probability of being
selected is P(n):

P(n) =
pβ1

i,n

∑k pβ1
i,k

(37)

where β1 is the priority factor, which changes the original priority in an exponential form.
The value of β1 is taken in the interval [0,1]. It is worth noting that compared with random
sampling, there is a deviation between the state distribution obtained by priority sampling
and the actual distribution. In order to correct this deviation, the importance sampling (IS)
weight is introduced here (ωi,n):

ωi,n = (NeP(n))−β2 /max
k

ωi,k (38)

where β2 controls the correction degree of deviation. When the value is zero, it represents
no deviation correction. When the value is one, it represents the complete correction of the
deviation. At the end of the training, unbiased sampling of experience is very important,
so β2 increases linearly from the initial value to one in steps of ∆β. At the beginning of
training, more priority sampling is used to improve learning efficiency. Additionally, at the
end of training, sampling is closer to unbiased sampling. For stability reasons, we adopted
1/maxk ωi,k to normalize the IS weight, and Equation (31) is rewritten as follows:

L(θi) =
1

Ns

Ns

∑
n=1

ωi,nδ2
i,n (39)

Finally, a prioritized multi-agent deep deterministic policy gradient (PMADDPG)
algorithm is formed.
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5. Results
5.1. Simulation Setup

The proposed method in this paper was implemented in Python with TensorFlow. The
simulation experiment was implemented on Baidu AI Cloud server, and the configuration
was as follows: Intel Xeon Platinum 6271 processor, 32-core CPU, 64 GB memory. The
real-time electricity price data used in training were from the PJM electricity market, and
the resolution of the data was 15 min. PV output and wind power output data were from
power plants in China. The rated output of wind power and photovoltaic unit were 45 and
65 kW, respectively. Seven weeks of historical data were selected as the training set.

The case included three MG agents and one DSO agent. MG1 and MG2 contained wind
power units and photovoltaic units, respectively, and MG3 contained both. In addition,
traditional units, energy storage, and demand response resources existed in each MG. The
specific parameters of the system are shown in Table 1.

Table 1. Parameters.

Parameter Value Parameter Value

εm 1.1 Jd
base/¥ 1

ϕd
base/kW 100 Pst/kW 200

Pthr/kW 50 γ 0.9
aj/(¥/kW2h) [0.0015,0.003] bj/(¥/kWh) [0.001,0.026]

cj/(¥/h) [1,1.8] Pg,min
j /kW {0}

Pg,max
j /kW {60,80} kB/(¥/kWh) 0.02
cap/kWh 80 PB,min/kW −50

PB,max/kW 50 SOCmin 0.2
SOCmax 0.8 εc/εdisc 0.9

α1/(¥/kWh) 0.14 ∆α/(¥/kWh) 0.0035
Kd 0.3 Jm

base/¥ 2
ϕm

base 1 β1 0.6
β0

2 0.4 − −

5.2. Network Structure

The structures of the actor network and critic network designed in this paper are
shown in Figure 4. In order to prevent overfitting of the network, layer normalization (LN)
is applied to the output vector of the hidden layer. The activation function of the hidden
layer of the actor network was a rectified linear unit (ReLU), and the activation function
of the output layer was a hyperbolic tangent function (tanh). The activation function of
the output layer of the critic network was still ReLU. The optimizer used in the gradient
descent process was the adaptive moment estimation optimizer (Adam).
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5.3. Simulation Result

The training was in episode form. There were 1000 episodes in total. Each episode
contained 1344 steps, and the reward was the average daily reward of each episode. The
DDPG algorithm was used as the control group, which has been used to solve the problems
of multi-agent decision making in many papers [10,27]. The same network structure was
used by the PMADDPG algorithm and DDPG algorithm, and their convergence paths are
shown in Figures 5 and 6, respectively:
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It can be seen in Figure 5 that after 200 episodes of training, all agents could quickly
learn their optimal strategies and reach the equilibrium point. As shown in Figure 5a, the
reward of the DSO agent was zero at the initial stage, but it could be stabilized to about
100 after 150 episodes. At the initial stage, the reward of the DSO agent rose sharply, and
the reward of the MG agents dropped rapidly. This is because DSO makes full use of its
dominant position before MG agents learn the best strategy. Once all MG agents learn their
optimal strategies, the dominant position of the DSO will be restrained. Compared with the
other MGs, the reward of MG3 is larger, which is due to its higher proportion of renewable
energy. Differently from the agents in Figure 5, the agents in Figure 6 experienced a long
period of fluctuation and did not reach a stable stage until 400 rounds. However, the
fluctuations were still large. This fully shows that the environment of multi-agent game
is unstable. The introduction of centralized training and priority sampling strategy can
significantly improve the learning efficiency of multiple agents.

It can be seen in Equation (21) that the weight factor α in the DSO;s reward is used
to maintain the balance between the DSO’s profits and the stationary degree of power
exchange at the PCC (the stationary degree is the opposite of Equation (3)). The retail
electricity price strategy and reward of the DSO agent will be impacted by α. Figure 7
shows the optimal retail electricity price under different α values.
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Figure 7. The retail electricity prices under different α values: (a) PMADDPG; (b) DDPG.

It can be seen in Figure 7a that the DSO tends to reduce retail electricity price as the
weight factor α increases. At time step 16, the retail electricity price changed from light blue,
representing the lowest prices, to dark blue, representing low prices, and then to light blue,
as α increased from 0.4 to 1. At time step 48, the retail electricity price changed from white
to dark blue, representing low prices. At time step 70, the retail electricity price changed
from red, representing high prices, to blue, representing low prices. This is because the
DSO will pay less attention to the power-selling profit when α is increasing. Compared
with the PMADDPG model, the DSO agent based on the DDPG model starts to reduce the
retail electricity price when the value of α is not high, leading to less profit. This is because
the DDPG lacks a centralized training mechanism, which makes it difficult for multiple
agents to explore an optimal strategy in a non-stationary environment.

5.4. Sensitive Analysis

Figures 8 and 9 show average daily profit of the DSO and the stationary degree of
power exchange at the PCC under different α.
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It can be seen in Figure 10 that the impact of α on MGs is small, since the MGs do not 
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of MG agents will be studied. At this time, the penalty item needs to be applied to the 
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 1 /m m d m
t t t baser r      (40)

where β refers to the weight factor of penalty item for MG agents, and its value is in [0,1]. 
The higher the value of β is, the greater the MG’s responsibility for stationary degree of 
power exchange. The expressions of the penalty factor d

t  and the original reward m
tr  

of the MG m are shown in Equations (3) and (27), respectively. m
base  represents the nor-

malization factors of the penalty item of MG. 
Figure 11 shows the stationary degrees of power exchange at the PCC under different 

combinations of α and β. Figure 12 shows the average daily profits of the DSO under dif-
ferent combinations of α and β. 

Figure 9. Average daily profit of the DSO under different values of α.

As can be seen in Figures 8 and 9, the increasing α will lead to an increase in the
stationary degree and a decrease in the average daily profit of the DSO. This is because
with α increasing, the DSO expands the peak–valley difference in retail electricity price to
guide the MMG toward more stationary power exchange at the PCC. Figure 10 shows the
rewards of MG agents under different values of α.
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It can be seen in Figure 10 that the impact of α on MGs is small, since the MGs do not
assume the responsibility for power smoothing. Next, the power smoothing responsibility
of MG agents will be studied. At this time, the penalty item needs to be applied to the
reward of MGs. The new reward of MG is shown in Equation (40):

r̃m
t = (1− β)rm

t − βϕd
t / ϕm

base (40)

where β refers to the weight factor of penalty item for MG agents, and its value is in [0,1].
The higher the value of β is, the greater the MG’s responsibility for stationary degree of
power exchange. The expressions of the penalty factor ϕd

t and the original reward rm
t of the

MG m are shown in Equations (3) and (27), respectively. ϕm
base represents the normalization

factors of the penalty item of MG.
Figure 11 shows the stationary degrees of power exchange at the PCC under different

combinations of α and β. Figure 12 shows the average daily profits of the DSO under
different combinations of α and β.
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It can be seen in Figure 11 that as α and β increase, the stationary degrees show an
upward trend. Compared with α, an increase in β has a greater impact on the improvement
of the stationary degrees. However, when β is large, a change in α has little effect on the
stationary degree. It can be seen in Figure 12 that the average daily profit of the DSO will
increase significantly if the MGs assume certain responsibility for power smoothing.
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5.5. Adjustment of Energy Storage and Demand Response

Finally, this paper shows the utilization of energy storage and demand resources by
each MG for one week, as shown in Figures 13 and 14, respectively. It can be seen that
the energy storage utilization rates of MG1 and MG3 were high. This is because many
distributed wind-power resources existed in MG1 and MG3, in which large volatility
of wind power output improved the utilization of energy storage system. In addition,
demand–response resources were fully utilized in every microgrid, which also reflects the
importance of load regulation to economic operation.
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6. Conclusions

In this paper, the energy management of MMG with partial observation information
was studied, and the management model composed of the DSO agent and MG agents
was established. The MADDPG was used to learn the optimal strategy of each agent, and
the learning efficiency was improved by the prioritized-experience-replay strategy. This
method improves the management of MMGs in the following ways: Firstly, the multi-agent
model in this paper can fully consider the interests of each agent and simulate the game
process of the agents. The trained agent can make decisions with only local information,
which reduces the communication requirements. Secondly, the data-driven algorithm used
in this paper can better handle the random variables that are difficult to model accurately
and can learn from the historical electricity price, wind power, and photovoltaic output
data. In addition, the prioritized experience replay strategy is adopted to improve the
learning efficiency, and the agents can quickly reach the equilibrium. Simulation results
show that compared to the traditional DDPG, the proposed PMADDPG achieves fast
training convergence and stationary training. All agents can make optimal decisions based
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on local observation, and real-time decision making can be achieved thanks to the inference
of the neural network.
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