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Abstract

:

Recently, research on artificial neuron circuits imitating biological systems has been actively studied. The neuron circuit can implement an artificial neural network (ANN) capable of low-power parallel processing by configuring a biological neural network system in hardware. Conventional CMOS analog neuron circuits require many MOSFETs and membrane capacitors. Additionally, it has low energy efficiency in the first inverter stage connected to the capacitor. In this paper, we propose a low-power neuron circuit with a multi-gate feedback field effect transistor (FBFET) that can perform integration without a capacitor to solve the problem of an analog neuron circuit. The multi-gate FBFET has a low off-current due to its low operating voltage and excellent sub-threshold characteristics. We replace the n-channel MOSFET of the inverter with FBFET to suppress leakage current. FBFET devices and neuron circuits were analyzed using TACD and SPICE mixed-mode simulation. As a result, we found that the neuron circuit with multi-gate FBFET has a low subthreshold slope and can completely suppress energy consumption. We also verified the temporal and spatial integration of neuron circuits.
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1. Introduction


Existing digital systems, such as computers, have been developed through computation using semiconductors and the integration of logic and memory devices. Digital systems based on the Von Neumann structure, which are based on the signal exchange between processing/logic devices and memory devices, have been used very successfully to date. Recently, there has been a surge in demand for processing numerous data at once, such as big data and Artificial Intelligence (AI), but the Von Neumann computing structure creates a bottleneck between computing units and data storage, leading to overall system performance degradation. Therefore, a new concept of a computing system for high energy efficiency and excellent performance is required to overcome the problems of existing Von Neumann computing systems. Various studies are being conducted with a different approach than used before, and among them, Spiking Neural Network (SNN) technology is a research technology that is inspired by biological principles to implement neural networks through it [1,2,3,4,5,6,7,8,9]. SNN is a technology that directly combines neurobiological mechanisms in neuroscience into AI and is known as the third-generation Artificial Neural Network (ANN) technology that utilizes time-based information encoding and time-based information processing, one of the main functions of the brain. SNN-based neuromorphic computing aims to efficiently mimic biological spiking neural network mechanisms by distributing synaptic operations and information storage through an event-based asynchronous spike motion mechanism across a number of relatively simple computing devices, neurons. These hardware-based spiking neural networks consist of numerous neuron circuits, and each neuron circuit plays the same role as a real biological neuron. Therefore, most of the power consumption is consumed when neurons make spikes. Therefore, it is important to reduce the power consumption of each neuron in order to reduce power consumption. However, most analog neuron circuits accumulate input signals using membrane capacitors. Additionally, most of the power is consumed in the first inverter step. The reason is that in the analog neuron circuit, the voltage of the capacitor increases only when the input signal is received, and the voltage of the first inverter increases slowly. If the voltage increases slowly, the time when the PMOS and NMOS are turned on simultaneously increases, and thus, a short circuit current (Isc) continues to flow from Vdd to ground. In addition, when the membrane capacitor is charged up to the switching voltage of the inverter, short-circuit current continues to flow through the first inverter without spikes, which can consume more power than when neurons discharge the capacitor after generating spikes. That is, conventional analog neuron circuits require many transistors and large capacitors to integrate neuron signals, which are problematic in scale. Additionally, whenever an input pulse is applied for a long time, the membrane potential gradually increases, generating Isc before threshold voltage (Vth) and consuming most of the energy in the first inverter step [10,11].



To solve these problems, a device with excellent steep switching characteristics and capable of replacing the role of a membrane capacitor should be used in neuron circuits. In this study, we adopted the FBFET as the device. The FBFET has a steep switching characteristic; therefore, it can suppress leakage current [12,13]. Additionally, the mechanism is similar to that of a transistor; therefore, it has excellent endurance characteristics and can be processed by a typical CMOS process. In addition, the device can replace the role of the membrane capacitor by storing electric charges in the floating body. By applying FBFET with these characteristics, we design a neuron circuit that can significantly reduce power consumption. The proposed neuron circuit solves leakage current and scale problems by adding a feedback device to the first inverter and replacing the membrane capacitor. Based on the measurement result of the fabricated FBFET, the simulation parameters were calibrated, and the multi-gate FBFET simulation structure was designed. The characteristics of FBFET were verified using SILVACO TCAD simulation, and transistors were applied to neuron circuits and compared with existing neuron circuits through SPICE simulation.




2. FBFET


2.1. FBFET Simulation Results and Characterisitcs


We configured the FBFET structure combined with PNPN body doping and two gates (Gate and Control Gate). Gate 1 adjusts the potential barrier height, and a control gate generates a potential well for electron accumulation. The device structure is designed by TCAD, and it is illustrated in Figure 1.



Figure 2 shows the mechanism of FBFET and its operating principle as followed [14,15,16,17,18].




	
Put in positive voltage to the control gate, and a potential well is created under the control gate to accumulate electrons.



	
Applying a positive bias to gate 1 lowers the potential barrier. Additionally, source electrons cross the potential barrier and accumulated in the potential well under the control gate.



	
The accumulated electrons lower the barrier height of the valence band on the drain, and then holes are accumulated in the p-body below the gate 1.



	
Likewise, the accumulated holes drop the potential barrier on the source, and the potential barriers become very low. Therefore, the current increases rapidly, and the FBFET turns on steeply.








Consequently, the current is increased rapidly because of a positive feedback loop, and the FBFET is turned on. Figure 3 shows a difference in drain current according to various drain voltages. The drain current is constant after the FBFET is turned on, and it increases exponentially as Vd linearly increases. This is because the FEFET operates similarly to a forward-bias PN diode when the device is switched on by a positive feedback loop. When the gate voltage is equally applied, the drain v7oltage is applied from 0.8 V to 1.4 V, and FBFET has the highest current ratio when the drain voltage is the highest. Additionally, after the FBFET is turned on, the drain current is saturated. This is because after the FBFET is turned on, the current is determined only by the pn diode voltages (drain voltage and source voltage) and is not affected by the gate voltage. We confirm the excellent steep switching characteristics of the FBFET, and the subthreshold swing (SS) is 6.27 mV/dec when the drain voltage is 1.4 V. The FBFET also has a different potential well depth depending on the control gate voltage. As the control gate voltage increases, the depth of the potential well increases, and the threshold voltage increases. Likewise, as the control gate voltage decreases, the threshold voltage decreases. Figure 4a shows the energy band diagram. Figure 4b shows that as the control gate voltage increases, the turn-on time increases. If the potential well is deep, more electrons must be accumulated to turn on the device, so the turn-on time is longer. Figure 5 is a graph of the accumulation of electrons in the floating body over transient time. When an applied voltage is less than the threshold to gate 1, the electrons gradually accumulate in the floating body. Additionally, when the number of electrons exceeds the threshold, the FBFET is turned on by a feedback loop between the electrons and the potential barrier. The graph shows that it turns on and off very quickly. Therefore, we suppressed short circuit current using the steep switching characteristics of FBFET and replaced the role of a membrane capacitor using the characteristics of accumulating charge in the floating body. Figure 6 shows the process measurement of the proposed FBFET structure. Figure 6a shows the detailed fabrication process of the proposed FBFET. Since the manufacturing method is compatible with CMOS, FBFET has the advantage of being integrated with the CMOS circuit [19]. An SEM image of the fabricated device after gate patterning is shown in Figure 6b. In addition, we calibrated the simulation parameters based on the measurement results. (Figure 6c,d) [14]. These show the measurement result of the drain current that changes according to the various control gate voltages and the various drain voltages.




2.2. Multi-Gate FBFET for Multiple Inputs


Furthermore, we designed a multi-gate FBFET to implement neuronal network characteristics because neuron networks need to receive multiple signals from previous neurons. The proposed structure consists of four gates and one control gate. It is shown in Figure 7.



This structure can implement spatial integration by receiving multiple inputs through multi-gates. It also can store electric charges in the floating body, enabling temporal integration. Its simulation results are shown in Figure 8. We also used TCAD simulation for this. Figure 8a shows the turn-on time difference according to the number of gates applying voltage. Figure 8b shows the turn-on time of the FBFET according to the number of biased voltage gates. As the number of gates increases, the turn-on time exponentially decreases. Because as the number of applied gates increases linearly, the accumulated electrons in the potential well under the control gate also increase linearly. Additionally, as the number of electrons increases, the valence band height of the control gate decreases linearly. When the valence band height is linearly lowered, the accumulated holes increase exponentially. The associated energy band equation is as follows [20].


    l  h 0   = qA (  D p   n p   L p     − 1   +  D n   n p     L p     − 1     ) (  e   [  qV / kT  ]    − 1 )    =  l  hi   (  e   [  ϕ e / kT  ]    − 1 )   











Due to this feedback, as the gates applied increase, the turn-on time decreases exponentially. Therefore, when multiple inputs are applied, it indicates that the charges are stored in the floating body, and the temporal integration is performed by the floating body.





3. Capacitor-Less Multiple Input Neuron Circuit


We designed a neuron circuit using multi-gate FBFET with previous simulation results. This circuit is illustrated in Figure 9. The multi-gate FBFET replaces a membrane capacitor, and it is used for the NMOS position. This neuron circuit completely inhibits leakage until a power spike occurs due to the steep switching characteristics of FBFET and low off-current. However, before the node1 voltage is discharged to the ground, the FBFET is quickly blocked as the drain voltage of the FBFET decreases. Consequently, the FBFET cannot lower the node1 voltage to the ground. To lower the node 1 voltage to the ground, we use N1 (NMOS1). First, the FBFET is turned on, and the node 1 voltage drops rapidly. As the node1 voltage drops, N1 is turned on by INV2, and the node1 voltage is discharged to the ground. Finally, the output spike has occurred, and the accumulated charge of the FBFET is removed by recombination. Additionally, since FBFET suppresses Isc during the accumulation period, node1 voltage is maintained.



Figure 10 shows the simulation results of the proposed neuron circuit. When the input voltage pulse is continuously applied at 1.1 V, electrons accumulate. When the threshold is exceeded, the number of electrons increases rapidly, and the first inverter output voltage (Vnode1) drops rapidly to 0. Additionally, analog neuron circuits generate short-circuit currents in which current flows before Vth, but the circuit only flows at the moment the FBFET is turned on. Through this, we confirmed that multi-gate FBFET could effectively replace a membrane capacitor, which can reduce area and energy consumption.




4. Conclusions


The existing von Neumann-based computing structure has great limitations in terms of power consumption and speed in terms of high-level information processing, and in order to implement deep learning that operates in real-time, many processors have problems related to area and power consumption. Neurons, known as nerve cells in the brain, recognize information through body sensory organs, send information to the brain, process it, and deliver commands to motor organs, and the human brain performs recognition, judgment, and learning at as low power as 20 W. To process a large amount of data, a neuromorphic architecture is essential, and a neuron circuit is required to implement a neuromorphic structure. Most of the neurons of the current neuromorphic chip are composed of analog and mixed-signal technology, and in the neural network, neurons generate spike signals when receiving stimulus signals, and each neuron exchanges signals and learns. However, analog neurons began to show limitations in terms of area and energy using operational amplifiers and capacitors. These problems are caused by the membrane capacitor, so we proposed a neuron circuit structure without the membrane capacitor. Additionally, according to the simulation results, a multi-gate FBFET can effectively receive multiple inputs and reduce the number of devices by replacing a membrane capacitor. Additionally, the neuron circuit using the device can solve the power consumption problem by suppressing the short-circuit current. We demonstrate through SILVACO TCAD simulations that a neuromorphic structure can be implemented using multi-gate FBFET. In other words, we suggest a new direction for neuromorphic architecture.
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Figure 1. Simulation FBFET Structure with parameters. 
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Figure 2. Energy band diagram of the FBFET when it turned on. 
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Figure 3. Transfer characteristics for various drain voltages from 0.8 V to 1.4 V. The higher the applied drain voltage, the higher the drain current. (Control gate V = 2 V). 
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Figure 4. Characteristics according to control gate voltage. (a) Energy band diagram of the FBFET. As increasing Control gate bias, potential well is deeper. (b) Transfer curve for various control gate voltage. As the control gate voltage increases, the turn-on time increases. 
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Figure 5. Transient simulation result of accumulated electrons concentration. The electrons accumulate gradually and fbfet is turned on by a feedback loop when the number of electrons exceeds the threshold. (   V  D S   =  V  C . G   =  V  G 1   = 0.9   V  ). 
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Figure 6. Multi-gate FBFET simulation result. (a) Compared on/off time between two and three gates that applied voltage (b) Graph of turn-on time according to the number of gates applied with a voltage. The time decreases exponentially as the number of gates increases (Control gate V = 0.9 V) (c) Id-vg curve measurement result according to control gate voltage (Vgate2 = Vcontrol gate) (d) Transfer curve measurement result according to drain bias. 
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Figure 7. Proposed multi-gate FBFET structure. 
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Figure 8. Multi-gate FBFET simulation result. (a) Compared on/off time between two and three gates that applied voltage (b) Graph of turn-on time according to the number of gates applied with a voltage. The time decreases exponentially as the number of gates increases (Control gate V = 0.9 V). 
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Figure 9. Proposed neuron circuit diagram with Multi-gate FBFET. 






Figure 9. Proposed neuron circuit diagram with Multi-gate FBFET.



[image: Applsci 13 02628 g009]







[image: Applsci 13 02628 g010 550] 





Figure 10. The neuron circuit with multi-gate FBFET simulation result. (a) Simulation results of single and two gates that applied voltage electron accumulation (b) Steep drain current graph of proposed neuron circuits with no leakage current during the Vin pulses. (Control Gate V = 1.1 V). 
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