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Abstract

:

Rehabilitation is a vast field of research. Virtual and Augmented Reality represent rapidly emerging technologies that have the potential to support physicians in several medical activities, e.g., diagnosis, surgical training, and rehabilitation, and can also help sports experts analyze athlete movements and performance. In this study, we present the implementation of a hybrid system for the real-time visualization of 3D virtual models of bone segments and other anatomical components on a subject performing critical karate shots and stances. The project is composed of an economic markerless motion tracking device, Microsoft Kinect Azure, that recognizes the subject movements and the position of anatomical joints; an augmented reality headset, Microsoft HoloLens 2, on which the user can visualize the 3D reconstruction of bones and anatomical information; and a terminal computer with a code implemented in Unity Platform. The 3D reconstructed bones are overlapped with the athlete, tracked by the Kinect in real-time, and correctly displayed on the headset. The findings suggest that this system could be a promising technology to monitor martial arts athletes after injuries to support the restoration of their movements and position to rejoin official competitions.
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1. Introduction


Innovative technologies contribute to the growth of the rehabilitation sector by providing effective and safe solutions [1,2,3,4]. The technology involved in rehabilitation protocols is varied. Examples of applied technologies are assistive devices and robotics [5], optoelectronic systems [6], inertial measurement units [7], and virtual and augmented reality environments [8,9,10,11]. Virtual reality (VR) and augmented reality (AR) have aroused particular interest in the creation of customized rehabilitation protocols in the study of body mechanics. Biomechanical outcomes, such as joint movement analysis, are effective not only in diagnosing but also in understanding the mechanism of symptom progression. Most experts’ clinical assessments of these situations are based on observing a given movement performed by the subject or the manual measurement of angles on clinical images [12]. Several studies have proposed different innovative systems based on markerless motion tracking devices [13,14,15,16,17,18,19] and virtual or augmented reality systems [20,21] to support diagnosis and biomechanical measurements. Furthermore, a significant aspect of rehabilitation in which these new cutting-edge technologies are applied is postural analysis, a fundamental factor regarding personal well-being. Various pathologies or bad habits can influence posture and lead to the deformation of the bone structure. Consequently, malfunctioning of the musculoskeletal, respiratory, and nervous systems might also occur. The study of posture is based on measurements of anatomical angles and alignment of bone and joint components [22,23]. In many studies, practicing sports, such as martial arts, is recommended for correcting postural problems. In fact, in martial arts, posture and balance are crucial to the correct performance of exercises [24,25]. For example, in karate, repetition of simple positions, such as the Juntzuki (lunge punch) or the Zenkutsu Dachi stance (forward leaning stance), is fundamental to learning the basics of karate. Positions are also subjected to evaluation in competition kata (i.e., a set of shots and stances combined to perform an imaginary fight), kumite (i.e., fights with other athletes) [26], or to pass the exam to proceed to the next belt level. To be able to perform the positions correctly, control of coordination and total body balance, perception of the surrounding space, and knowledge of the anatomical angles to be achieved are necessary [22,25,26,27]. In these disciplines, experienced instructors can guide their disciples on how to perform the movement and maintain the correct posture. Still, studies have highlighted the contribution that technological systems could make to support instructors and disciples who want to improve and correct their mistakes [28,29].



The present study proposes a project implemented to visualize in real-time bones and other anatomical components of a subject performing critical karate shots and stances. The system comprises an economic motion tracking device that recognizes the subject movements and the position of anatomical joints and an AR headset, with which the physicians can observe bones and anatomical information fidelity overlapped to the subject in real-time. This hybrid system has the potential to contribute to the monitoring of martial arts athletes after injuries to support the restoration of their movements and position to rejoin the official competitions by taking advantage of new innovative technologies.




2. Related Works


In the medical field, VR and mixed reality (MR) are mainly applied in surgical planning and training. Several reviews [1,2,3,4] highlight the current application of VR and MR in surgical training for orthopedic procedures. According to these studies, numerous randomized clinical trials (RCTs) demonstrate the proficiency of innovative virtual techniques in teaching orthopedic surgical skills. In this framework, pilot studies [11,30] and clinical trials [31] evaluate whether VR or MR improve learning effectiveness for surgical trainees compared to traditional preparatory methods in orthopedic surgery. Innovative surgical simulators are presented in [8,9,10,32], proposing new approaches in surgical navigation, training preparations, and patient-specific modeling.



The efficiency of the HoloLens as a suitable device for such applications is highlighted in the previously mentioned studies [4,8,9,10,11,20,32]. For instance, ref. [33] specifically analyzes the use of the HoloLens 2 (HL2) in orthopedic surgery and compares it with the previous version HoloLens 1. Moreover, several studies [33,34] evaluate and quantify errors committed by the device in positioning and overlapping the virtual object with the real object reproduction. The results of [33] show that the newest model improved the AR projection accuracy by almost 25 percent, while both HoloLens versions yielded a root mean square error (RMSE) below 3 mm. In addition, El-Hariri and colleagues [34] evaluate possible new orthopedic surgical guidelines.



In addition, the authors in [6,20,21] propose the applications of AR, VR, or MR in pose or posture evaluation and correction. In these studies, tracking algorithms and systems, such as OpenPose and Vuforia, are used to recognize the position of the subject and to identify the posture accordingly. The aim is to provide support in the sport and physiotherapy fields and the diagnosis of orthopedic disease.



Hämäläinen [35] was the first to introduce martial arts in an AR game where the player has to fight virtual enemies. In [29], Wu et al. composed an AR martial arts system using deep learning based on real-time human pose forecasting. An external RGB camera was used to capture the motion of the trainer. The student wore a VR-Head Mounted Display (HMD) and could see the results directly on the screen. Moreover, Shen et al. [36] focused their work on the construction and visualization of the posture-based graph that focuses on the standard postures for launching and ending actions. They propose two numerical indices, the Connectivity Index and the Action Strategy Index, to measure skill level and the strengths and weaknesses of the boxers.



In a physiotherapeutic application, Debarba and co-workers [6] developed an AR tool to accurately overlap anatomical structures on the subject in motion on the HoloLens device using the external tracking system VICON. In [6], they present the first real-time bone mapping system of a moving subject. The VICON represents the gold standard of tracking and gait analysis systems but realistically is not usable in the everyday medical field. A markerless and dynamic system, such as the Microsoft Kinect, although less accurate, can be considered a viable technology to introduce to clinics and hospitals [37,38,39,40,41]. Certain precautions are necessary, such as designing a suitable joint model to correct device error.



The last version of the Microsoft Kinect devices, the Azure Kinect, has been validated by several studies [42,43,44]. In [42], the Azure Kinect showed a significantly higher accuracy of the spatial gait parameters than the previous version. Results provided by [43] confirm the officially stated values of standard deviation and distance error, i.e., std dev ≤ 17 mm and distance error > 11 mm + 0.1% of distance without multi-path interference. However, this study suggests a warmup of the device of 40 min before acquisition to obtain stable results. In [44], Antico and colleagues calculated an RMSE value of 0.47 between the marker-less tracking systems and the VICON, considering the average results among all joints. In contrast, the range of value of the angular mean absolute error is 5–15 degrees for all the upper joints [44].



Azure Kinect and its previous versions were applied in various circumstances in the medical field. For instance, [15,16] applied Kinect in evaluating patients with hip disorders. The inclination angles of the trunk and the pelvis were similar to the outcomes from the VICON system. Ref. [17] presents a tool for deducting forearm and wrist range of motion. In this study, results are obtained by a reliability test performed by a healthy group. In [18], evaluating the Global Gait Asymmetry index (GGA index) after knee joint surgery is accomplished using a set of Kinects. Moreover, in [19], the device was used to monitor the dynamic valgus of the knee. The Kinect measurements were compared with OptiTrack, and the absolute average difference for the pelvis was 1.3 ± 0.7 cm and for the knee in lateral-medial movement 0.7 ± 0.3 cm. Moreover, the Azure Kinect is also useful in a telemedicine system to teleport the knowledge and skills of doctors [45].



Many studies evaluate AR-based applications highlighting challenges that still need to be addressed. Ref. [46] reassumes and sifts through all the technical challenges of AR and MR: tracking, rendering, processing speed, and ergonomics. The new Microsoft headset for MR still needs hardware improvements to overcome these issues and to allow the real-time use of MR in daily life applications. Indeed, ref. [47] shows all limitations of AR in sports and training fields. The most impacting challenge is the tracking accuracy which depends on the speed of motion, distance, noise, and hardware performances, followed by the Field of View limited by the headset. The Kinect can be considered the pioneer among marker-less tracking systems [47]. However, skeleton tracking and motion reconstructions must still be monitored and filtered. Ref. [48] reports factors that can influence the results of Kinect performance, such as the absence of silhouette visual changes and the changeable hands and foot joint estimations. Newer Kinect versions have reduced some issues; however, other improvements or algorithm corrections may still be needed.




3. Materials and Methods


3.1. Materials


The device selected to implement the MR application of this study correctly is the HMD HL2, the second version of the Microsoft device.



This device is a stand-alone holographic computer composed of a pair of see-through transparent lenses (also called waveguides) with a holographic resolution of 2 k 3:2 light engine and holographic density major of 2.5 k light points per radiant. The waveguides are flat optical fibers in which the light can be projected by the specific projectors in each lens. The light bounces between the interior surfaces of the display to be directly sent to the user’s pupils to display the holograms directly in front of the user’s eyes. HL2 is also equipped with an IR camera for eye tracking, RGB cameras, a Depth camera, and an IMU sensor that includes an accelerometer, gyroscope, and magnetometer. The device has a resolution of 2048 × 1080 for each eye and an FOV of 52 degrees (information on the Microsoft official site).



A high-performance computer with appropriate technical characteristics that allowed programming in MR was used to implement the application and to manage the distribution process on the device.



Azure Kinect is the new version of the camera system developed by Microsoft. The Azure Kinect has an RGB (red, green, and blue) camera, a depth camera, IR emitters, and IMU sensors LSM6DSMUS (gyroscope and accelerometer) are simultaneously sampled at 1.6 kHz. The samples are reported to the host at 208 Hz. Therefore, due to the presence of IMU sensors, it can measure and track the entire body in real-time and estimate 3 coordinates of every major joint of the human body in 3 planes without requiring any marker or other supplemental equipment (information available from the official site).



To implement the 3D models of anatomical districts, DICOM computed tomography (CT) scans were used. The scans were achieved from different free and open-access databases, in particular:




	
Tibia and Fibula scans are from a subject in the National Cancer Institute’s Clinical Proteomic Tumor Analysis Consortium Sarcomas (CPTAC-SAR) cohort;



	
Femur scans are from the Cancer Imaging Archive;



	
Humerus scans are from the image datasets of the Laboratory of Human Anatomy and Embryology, University of Brussels (ULB), Belgium.








Humerus scans were acquired at 120 kVp, exposure of 200 mAs, and an X-ray current of 200 mA. Ulna and radius scans were acquired using 130 kVp, time of exposure of 1000 ms, current of X-ray of 70 mA, and a generator power of 10 kW. Femur scans were acquired at 80 kVp, an X-ray current of 20 mA, and a generator power of 1600 kW.



Table 1 reports other key information about the CT scans grouped by the anatomical areas.



3D Slicer version 4.11.20210226, a free and open-source software for clinical and biomedical research applications, was used to develop the corresponding 3D models of the bones through segmenting the CT Scans. Subsequently, the 3D models are used in the MR application.



Blender is a free and open-source software for 3D manipulation, and it was used to convert the model into a readable format with Unity 3D.



Unity 3D version 2020.3.30f1 is a game engine that was combined with the Mixed Reality Toolkit package (vs. 2.7.0) (MRTK) to develop the MR application. The MRTK contains a set of basic features that added to a Unity project can implement MR behavior.



Visual Studio 2019 is a free integrated development environment (IDE) that allows C# scripts to be written.




3.2. Method


3.2.1. 3D Models Reconstruction


To build the 3D models of the bones, the corresponding CT scans were imported into the 3D Slicer software. The segmentation was performed using the manual segmentation algorithms of the threshold and smoothing effect. All the objects were exported as obj files to have a Unity-readable 3D object.



After the segmentation, Blender software was used to modify the system of references of each 3D model and to scale it. These actions are required to obtain models congruent with real anatomical dimensions and to allow correct object manipulation in the Unity application.



The final 3D models (Figure 1) are exported in an obj format file.




3.2.2. Mixed Reality Behaviour and Unity Editor Settings


Since the 3D models were imported in Unity, it was necessary to deselect the conversion of measurement units to maintain the correct real proportions of 3D objects.



To implement skeleton tracking with Azure Kinect and to allow for the possibility of using the HL2, including the MR behavior in the project by adding the MRTK was required.



A skeleton was implemented to map all the bones and joints of the human body that the Azure Kinect can track (Figure 2a). In the first version, the bones were represented by a red cylinder and the joints as a grey ball. Then, each cylinder that corresponds to the anatomical part acquired was replaced with the segmented 3D object.



MRTK provides the elements to track both hands of the users correctly. Thus, it is possible to build a personalized prefab (3D object) that can reproduce the movement of all body parts in real-time. Through a C# code, it was possible to correctly assign each 3D object to the mapped joint through the Kinect (Figure 2b).



The script in Unity scales the 3D bones according to the distance between the centers of the Kinect mapped joints. For instance, the distance between the shoulder and elbow is considered by the algorithm in order to scale the humerus dimensions appropriately and show an adequate holographic overlay of the subject. Besides, the proposed 3D bone models can be substituted with a 3D reconstruction of the anatomical segments from DICOM images of the user, and, in this case, the scaling action will not be necessary.




3.2.3. Distribution of Application


To correctly distribute the application on the HL2, the Holographic Remoting Player was used. Holographic Remoting is a complementary application that can be connected to the HL2 to display the game without deploying the application. In this manner, it is possible to modify the real-time application.



To link the HL2 and the Unity Editor, it was necessary to connect the computer and the HL2 to the same internet connection or connect them using a USB-C cable. After the pairing, it was possible to insert the IP address of the HL2 displayed on the home screen of the Holographic Remoting Player directly on the Unity Editor (Figure 3). Subsequently, the user could start the session.



Figure 3 shows the system architecture and the interaction among the hardware.




3.2.4. Experimental Protocol


Before launching the application, a subject person must be positioned in front of the Kinect Azure in its functioning area (within 1.5–2 m) to allow the mapping of the subject’s joints.



The users analyzing the joint movement must wear the HL2 and activate the Holographic remoting player to allow the application to run on HL2.



When the application is running, the Azure Kinect starts to recognize all of the body segments, and the Unity application starts to associate each anatomical part with its own 3D object. To correctly verify the association between the bones-3D object and joint-3D object, it should be noted that the virtual skeleton reproduces exactly the same movement as the tracked person. The real-time movement of the 3D skeleton is visualized directly on the HL2 glasses.



During the streaming session, the user can walk around the holograms to better analyze the anatomical movement.



To evaluate the performance of the system concerning tracking karate positions of the Wado Ryu traditional Japanese style, a 28-year-old brown-belt karateka reproduced a set of karate shots and stances used during the training: Heiko Dachi (parallel stance) stance (Figure 4a); Juntzuki (lunge punch) on Zenkutsu Dachi (forward leaning stance) stance (Figure 4b); Shuto Uke (knife hand block) on Shomen Neko Aishi Dachi (front facing cat leg stance) stance (Figure 4c); Sokuto Geri (lateral kick) (Figure 4d).



The application saved the positions in the joint space of the subject during his movements. During the session, 1 crucial karate position was analyzed. The position analyzed was Shuto Uke on Shomen Neko Aishi Dachi, and data from left and right hip, left and right knee, left and right ankle, left foot, right foot, pelvis, left elbow, and wrist were measured.



Following a post-processing analysis of the data, the anatomical measurements necessary to evaluate the individual positions from a postural and competitive point of view of the discipline were derived.






4. Results


Figure 5 shows the HL2 view screenshots of the karate stances acquired by the system.



Table 2 reports the mean value in real-time of the three coordinates for the selected joints during the Shuto Uke on Shomen Neko Aishi Dachi position.



To evaluate karateka performance, 3D joints were used to compute the angles between the joints and were then compared with the standards (Table 3). The angles evaluated for the Shuto Uke on Neko Aishi Dachi are the angle of rotation between the right foot and the left foot and the angle of rotation between the wrist, the elbow, and the shoulder.




5. Discussion


The proposed system has the potential to provide support in assessing posture after sports injuries, particularly in martial arts, such as karate, where posture is fundamental to performing the sport correctly [24,25,36], and to monitor martial arts athletes after injuries to support the restoration of their movements and position. The superposition of 3D bone models reconstructed from medical imaging develops a more physiologically relevant environment. A more meaningful and detailed visualization of the body structures might be beneficial for experts to improve their assessment. Moreover, the 3D bone models overlayed on the subject allow observing how the bone segment is positioned during the athlete’s performance without adding markers that could be affected by soft tissue artifacts.



The Unity application is not yet complete but shows adaptability to be used in sport application. Indeed, it emerges that the devices are adequate as a starting point in applying this type. HL2 and Azure Kinect represent valid substitutes for the gold standard systems of their categories, although not as much accurate.



The long-term purpose of this hybrid system composed of HL2 and Azure Kinect is to support athletes in restoring their abilities after an injury, but it still needs some improvements. Currently, MR-based systems that support athletes’ recovery are not available. The systems presented in the literature are focused on the improvement of an athlete’s performance. In Table 4, we compare the system illustrated in this paper with existing ones in the literature.



Studies proposing MR in orthopedics stop at the 3D reproduction of bones from DICOM and the possibility of interaction as an inanimate object in order to support experts in surgical planning [1,2,3,4]. Several studies recognize the contribution of such innovative technologies in reducing errors in surgery [8,9,10,11,30,31,32]. To our knowledge, a similar approach to the one presented in this work has not been suggested, except from [6]. It is worth noticing that in the work of [6], Vicon was the proposed device, which although allowing for the best possible accuracy in bone positioning and articulation is not applicable in clinical reality. Conversely, this project provides a system that is sufficiently accurate without the need for specific knowledge, given the absence of markers [42,43,44]. Furthermore, the system can also be considered low-cost if the HL2 is replaced by a cheaper VR visor, even though the AR or MR is more beneficial for this type of application for the overlap of the skeleton on the subject and lesser side effects, such as motion sickness. The system could also be considered applicable in a remote setting where the trainer is not present. In this situation, the overlay of bones on the subject is not applicable, which can occur if the examination is in the present. In this context, the video recorded by the HL2 camera might be visible to the trainer in real-time with the skeleton reconstruction.



Unfortunately, the use of remoting and real-time data saving introduces a delay between the movement of the subject and the movement repeated by the skeleton. The movement captured by the Kinect is correct and can follow even a fast movement, such as a kick or a punch, but it is reproduced on Unity with a delay of about half a second.



Furthermore, the system finds its greatest application when the subject has a fracture in the spine or a long bone. In these cases, the 3D reconstructions of the bones are directly built from their DICOM scans, and the fracture behavior can be studied during the sports movements. The percentage of fractures and dislocations to which karatekas are subject should not be underestimated [49,50]. In many cases, these are due to the incorrect execution of the basic position and stance assumed during a kick or a punch [51]. The adequate rotation of the foot, knee, and hips in a kick are essential to give more force and efficacy to the blow without suffering damage to the joint and bone to cushion the reaction force suffered on impact elegantly and correctly. Also, punches could be affected by the joint’s wrong position. To better perform the punch, the wrist should be straight and parallel to the floor, the fingers might be correctly closed, and the punch’s force is associated with the perfect rotation of the hips during the stance. The correct performance does not have a negative impact on the shoulder.



Anatomical fidelity is important for this type of application, so caution and improvements are required. As documented in other studies [42,43,44], Kinect-based systems can have poor joint tracking when a body part is not visible to the camera and during unusual poses or interactions with objects. It is worth pointing out that in this work, the assessment is characterized by the subject sited frontally to the Kinect Azure camera, and the athlete did not interact with any object. Complex poses are behind the scope of this preliminary study. Future implementations can be carried out to correct or minimize the 3D reconstruction errors of the devices.



Firstly, to effectively and immediately achieve the overlapping of the 3D anatomical components on the patient through the HoloLens viewer, the Kinect must be positioned as close as possible to the camera of the HoloLens device. In this way, the position detected by the Kinect could be used to locate the 3D reconstruction in MR correctly. In addition, other application components can be implemented depending on the purpose of use, such as the viewing of medical images or the possibility of remote sharing. Finally, the Kinect can determine the position of the body joints, albeit with a certain margin of error. If the subject is stationary and with arms outstretched, the joints are correctly recognized, and the skeletal overlap is coherent. When the subject bends the elbow, bringing the hand towards the shoulder, the joint remains in the correct position. Conversely, when the algorithm connects the elbow joint with the hand joint, it positions the forearm bones in an anatomically incorrect way. This situation is justified by the 3D prefab of the skeleton in which the bones are separated from each other and managed separately by the tracking algorithm. Therefore, the integration of algorithms for simulating the behavior of joints and bones is necessary to enable a more anatomically correct realization of the positions assumed by the skeleton in each situation [52]. In this context, an improvement of the system might take into account the integration of artificial intelligence and deep learning algorithms that can identify the position of the athlete and correct the position detected by the Azure Kinect.



Even more fundamental is this integration when considering patients with certain bone diseases or implanted prostheses that affect bone movement and joint function [53,54]. In these cases, patient-specific simulation studies are crucial to be considered. Thus, a user-friendly application that allows an in-depth analysis of a pathological joint in real-time represents a clinical need to improve the accuracy of the diagnosis or the surgical planning. For example, for joint-related pathologies, experts are interested in the range of motion and its value changing over time. For patients who underwent joint replacement surgery, the prostheses may affect posture or walking, and their effect should be examined [55]. Eventually, the system might be useful in assessing what would happen to the patient’s movement in the case of an incorrect joint replacement, thanks to a properly trained and implemented artificial intelligence algorithm [56,57].




6. Conclusions


The combined system of HL2 and Azure Kinect shows the possibility of monitoring movement in certain conditions for athletes playing martial arts, such as karate. Due to its adaptability, this system could also be used to evaluate athletes after injuries and has shown high potential to support sports rehabilitation. However, the system needs to be tested with the engagements of professional athletes after injuries that need to restore their initial condition. In the future, the proposed system might also be used to train orthopedic clinicians. In fact, orthopedics students may interact with the virtual anatomical segments and may observe how bones could be affected by a pathology progression, such as valgus legs, an implanted prosthesis, or back sciatica. It could also be used in sports halls where the trainer can provide students with innovative technologies to objectively assess and correct their posture or for beginners’ learning. We do not exclude the possibility of also using this system for boxing or other martial arts, such as kung-fu or jujutsu.



Furthermore, in official competitions and graduating exams, correct posture and execution of movements are the evaluated components [25,26,27]. The karateka must repeat the positions many times in training to reach perfection, and, with the help of this technology, a video can be recorded of his performances in conjunction with real-time observation.
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Figure 1. 3D models of bones. From the left: (a) Tibia and Fibula, (b) Femur, (c) Ulna and Radius, (d) Humerus. 
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Figure 2. (a) Map of the joints tracked by the Azure Kinect; (b) Map of the 3D joint in Unity. 
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Figure 3. Block diagram of the system architecture and the functioning of each module. 






Figure 3. Block diagram of the system architecture and the functioning of each module.



[image: Applsci 13 02587 g003]







[image: Applsci 13 02587 g004 550] 





Figure 4. Examples of karate shots and stances evaluated in the study: (a) Heiko Dachi (parallel stance) stance; (b) Juntzuki (lunge punch) on Zenkutsu Dachi (forward leaning stance) stance; (c) Shuto Uke (knife hand block) on Shomen Neko Aishi Dachi (front facing cat leg stance) stance; (d) Sokuto Geri (lateral kick). 
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Figure 5. Karateka doing shots and stance and 3D holographic skeleton reproduced in HL2 glasses to evaluate the system performance: (a) Heiko Dachi (parallel stance) stance; (b) Juntzuki (lunge punch) on Zenkutsu Dachi (forward leaning stance) stance; (c) Shuto Uke (knife hand block) on Shomen Neko Aishi Dachi (front facing cat leg stance) stance; (d) Sokuto Geri (lateral kick) chudan. 
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Table 1. Technical features of CT scans of the bones segmented.
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	Anatomical Part
	Size
	Slice Thickness (mm)
	Pixel Spacing (mm)
	No of Slices





	Humerus (Distal, left)
	512 × 512
	1.1
	0.352
	102



	Humerus (Proximal, left)
	512 × 512
	1.1
	0.352
	120



	Humerus (Diaphysis, left)
	512 × 512
	1.1
	0.352
	199



	Radius (left)
	512 × 512
	3
	0.473
	475



	Ulna (left)
	512 × 512
	3
	0.473
	475



	Femur (left)
	1101 × 888
	600.545
	0.545
	221



	Tibia (left)
	559 × 1889
	0.977
	0.416
	975



	Fibula (left)
	559 × 1889
	0.977
	0.416
	975
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Table 2. The table reports the mean value of the joints selected to analyze the Shuto Uke on Shomen Neko Aishi Dachi position.
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	Joints
	Mean x (m)
	Mean y (m)
	Mean z (m)





	right foot
	1.72
	0.24
	−0.68



	left foot
	1.80
	0.01
	−0.68



	right ankle
	1.82
	0.25
	−0.57



	left ankle
	1.90
	0.06
	−0.56



	right knee
	1.74
	0.29
	−0.22



	left knee
	1.83
	0.03
	−0.22



	right hip
	1.81
	0.24
	0.14



	left hip
	1.85
	0.10
	0.14



	left shoulder
	1.88
	0.04
	0.57



	left elbow
	1.93
	−0.05
	0.38



	left wrist
	1.86
	−0.04
	0.30



	pelvis
	1.83
	0.17
	0.14
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Table 3. The table compares the angles computed from the data output of the system and the karate standards for the Shuto Uke on Neko Aishi Dachi.
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	Condition
	Computed
	Standard





	Right hip—right ankle joints
	0.059 m
	Aligned along z-axis



	Left knee—Left ankle joints
	0.063 m
	Aligned along z-axis



	Right foot/ankle axis—Left and Right feet axis
	68.83°
	Angle < 90°



	Left shoulder/elbow axis—Left elbow/wrist axis
	99.23°
	Perpendicular (90°)










[image: Table] 





Table 4. Comparison of the systems used for supporting martial arts athletes.
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	Reference [35]
	Reference [29]
	Reference [36]
	This Study





	System proposed
	2 screens

Laptop (2.8 GHz Pentium 4)

USB Cam

OpenGL

OpenCV
	2D Pose estimation

3D pose forecasting

3D recovery

HTC Vive

Sony Camera DSC-QX10

Laptop
	Optica Motion Capture system
	HoloLens 2

Laptop

Azure Kinect

Unity 3D



	Markless
	yes
	yes
	yes
	yes



	HDM
	no
	yes
	no
	yes



	technology
	Virtual Reality
	Virtual Reality
	Virtual Reality
	Mixed Reality



	IMU tracking
	no
	yes
	no
	yes



	Motion Sickness
	no
	no
	no
	no



	Data acquisition
	no
	yes
	yes
	yes



	Feedback
	Audio-visual
	visual
	visual
	visual



	Personalization
	Not available
	Not available
	Not available
	yes



	External control
	yes
	yes
	yes
	yes



	DICOM
	no
	no
	no
	yes
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