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Abstract

:

Sarcasm is a linguistic phenomenon indicating a difference between literal meanings and implied intentions. It is commonly used on blogs, e-commerce platforms, and social media. Numerous NLP tasks, such as opinion mining and sentiment analysis systems, are hampered by its linguistic nature in detection. Traditional techniques concentrated mostly on textual incongruity. Recent research demonstrated that the addition of commonsense knowledge into sarcasm detection is an effective new method. However, existing techniques cannot effectively capture sentence “incongruity” information or take good advantage of external knowledge, resulting in imperfect detection performance. In this work, new modules are proposed for maximizing the utilization of the text, the commonsense knowledge, and their interplay. At first, we propose an adaptive incongruity extraction module to compute the distance between each word in the text and commonsense knowledge. Two adaptive incongruity extraction modules are applied to text and commonsense knowledge, respectively, which can obtain two adaptive incongruity attention matrixes. Therefore, each of the words in the sequence receives a new representation with enhanced incongruity semantics. Secondly, we propose the incongruity cross-attention module to extract the incongruity between the text and the corresponding commonsense knowledge, thereby allowing us to pick useful commonsense knowledge in sarcasm detection. In addition, we propose an improved gate module as a feature fusion module of text and commonsense knowledge, which determines how much information should be considered. Experimental results on publicly available datasets demonstrate the superiority of our method in achieving state-of-the-art performance on three datasets as well as enjoying improved interpretability.
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1. Introduction


Sarcasm expresses the true sentiment contrary to the literal meaning and also uses metaphorical expression. Often, sarcasm shows a contrast between positive and negative emotions or between literal and figurative scenarios. In sarcasm, one thing is referred to as another, and occasionally the opposite is true. The contrast typically takes the form of a sarcastic tone, or manner of speech or writing. It is frequently difficult to comprehend the narrator’s attention based solely on the literal words, and the reality is always the opposite. Typically, we need to interpret the real meaning based on the context. It frequently appears on e-commerce platforms, Internet social media, and short video social platforms. Sarcasm detection is critical in various NLP tasks, such as sentiment analysis, opinion mining, dialogue systems, and so on. However, sarcasm, as a sub-domain of sentiment analysis, is difficult to be detected even using AI models because of its sophisticated nature in expressions. Specifically, the difficulty of sarcasm detection mainly comes from the ignorance of the context, such as humorous scenes [1], or from the inability to comprehend the incongruity between the literal meaning and the author’s real emotion, such as metaphor and sarcasm [2].



It is worth noting that many methods have been studied for sarcasm detection. Some of them are based on the text itself [2,3,4,5,6], and some are multi-modal methods [7,8,9,10,11,12]. One of them deserves special mention since it introduces external commonsense knowledge [13]. Neural networks and attention mechanisms are basically used in previous state-of-the-art methods. Thus far, the recent state-of-the-art approaches use external commonsense knowledge and multi-modality to assist sarcasm detection. Some multi-modal methods also draw on external knowledge [12]. They use the CLIP network to generate the picture’s caption as external knowledge, which significantly improves the detection results and performs even more effectively than the image itself for multi-modality sarcasm detection.



Commonsense knowledge, the common daily consensus of society on the same thing, helps people understand information [14]. When the brain tries to make sense of information, it often inadvertently concatenates the scattered commonsense knowledge in life [15]. Understanding sarcasm usually requires corresponding commonsense knowledge [16]. Taking Figure 1 as an example, if we do not know that “homework, work, and practice” is related to external knowledge such as “be late”, “stress,” and “get catch up on homework”, it would be difficult to understand the speaker’s real attention. We input the text into the pre-trained COMET model to generate the knowledge candidate set. COMET can generate rich and diverse commonsense descriptions based on natural language. COMET is an adaptive framework for building commonsense knowledge bases from language models by training them on a seed set of knowledge tuples. The sentences are fed into the pre-trained COMET model to produce the required commonsense knowledge.



There is no doubt that commonsense knowledge is crucial for sarcasm detection. Commonsense knowledge also generates a great deal of useless or even irrelevant information, although it offers much effective information in sarcasm detection. The incorporation of commonsense knowledge has also proven to be important in other NLP tasks [13,17,18]. However, the existing models are unable to effectively utilize such external commonsense knowledge for sarcasm detection. Li et al. [13] introduced commonsense knowledge into sarcasm detection for the first time and achieved excellent results that surpassed all previous models. However, commonsense knowledge was not sufficiently utilized in his work. Three knowledge selection approaches are employed, each of which can only obtain optimal results on a certain dataset [13]. In our study, we propose the incongruity cross-attention network to address this challenging issue, which performs the best by effectively testing on three datasets.



Sarcasm often involves contrasting two polarities of sentiment. Here are some examples:




“I just love when people read my text and don’t reply.”






“I totally feel safe on this shuttle with the driver texting.”






“I love being told what can and can’t be said”.





Intuitively, sentiment incongruity between words in a sentence is an important indicator for sarcasm detection. For example, {love, don’t reply}, {feel safe, driver texting}, and {love, can, and can’t be said} show a juxtaposition of positive and negative terms within a sarcastic sentence. Joshi et al. [19] also found this phenomenon, and called it “incongruity”. Therefore, it is very important to capture the words with different sentiment polarities within a sentence. Tay et al. [2] proposed the intra-attention method to detect incongruity. Xiong et al. [5] suggested an innovative self-matching module to detect sentence incongruity. However, their methods consider similarity and assign higher weight scores to highly similar words, which are unable to effectively capture the incongruity information within a sentence. Therefore, we propose an adaptive incongruity extraction module that calculates the Euclidean distance between words to address this issue. Words with different sentiment polarities can get higher weight scores, which can better extract the incongruous semantic information in the sentence. The experimental results indicate that our method can significantly improve performance in sarcasm detection.



In this study, we obtain the feature representation of the text and knowledge by employing the BERT base model as the embedding layer so that words can obtain more affluent and correct semantic information [20]. In the adaptive incongruity extraction module, a learnable network is designed to automatically extract incongruity in order to capture the semantic incongruity of the text itself and the commonsense knowledge itself. Various studies on sarcasm detection have concentrated on the extraction of incongruity. They [3,4,19,21,22,23,24,25] proposed rule-based extractions of incongruity that required manually designed rules for capture, as incongruity can only be identified if it satisfies the associated rules. With the emergence of deep learning, new methods [2,5] employing attention mechanisms have achieved better performance. However, their approaches take into account similarity and assign higher weight scores to highly similar words, which does not effectively capture the incongruity information within a sentence. Incongruity can be more effectively captured when phrases with opposite sentimental polarity are given higher attention scores. In our work, terms with different sentiment polarities can receive higher weight ratings, allowing for a more effective extraction of the incongruous semantic information in the sentence.



We develop a new cross-attention method in the incongruity cross-attention module to make the text interact with the commonsense knowledge. The text is used as a query vector to extract useful information from external commonsense knowledge. Li et al. [13] proposed a new approach to introduce corresponding commonsense knowledge for each text through the COMET model [26]. They suggested three methods for selecting external knowledge. However, each of their methods can only achieve good results on only one certain dataset, whereas we far exceed their best results. The generalization performance of their knowledge selection strategy is inferior [13]. In contrast, our method yields superior experimental outcomes across all three datasets.



The effective utilization of the extracted feature information is also very critical. In previous studies, simple applications of concatenation and element-wise addition failed to effectively take the advantage of extracted feature information. In the fusion module of text features and commonsense knowledge, we design a new gate mechanism that automatically learns the weight of each part inside the text and commonsense knowledge to determine the final output. Then, the fully connected network and residual structure are used to process the fused features and feed them into the final classification layer.



In this paper, our main contributions can be summarized as follows:



(a) We propose an adaptive incongruity extraction module, which can better obtain the incongruent semantics inside the text and inside the commonsense knowledge. Our module significantly outperforms the approaches of [2,5] on three datasets.



(b) We propose an incongruity cross-attention module to make the text interact with commonsense knowledge in order to select useful commonsense knowledge for sarcasm detection.



(c) We design a new gate mechanism that can dynamically learn different weights, which determine how much information should be considered from each word in the text and commonsense knowledge.




2. Related Work


Sarcasm has become increasingly prevalent on the Internet with the rise of various social media. This language phenomenon has been the subject of extensive cognitive psychology and linguistics research. However, the study of it is in the infancy of computational linguistics, and more work is still required. Sarcasm detection was considered as standard classification of text in some previous research. Joshi et al. [27] wrote a very comprehensive overview of sarcasm detection. Existing research methodologies may be loosely categorized into three groups: (1) methods based on rules and machine learning, (2) deep learning-based neural networks, and (3) methods that introduce external knowledge and other multi-modal methods on top of neural networks.



The rule-based approach that tried to find the rules of linguistics has been very classical and traditional. For example, the method of the emotional dictionary establishes the emotional dictionary of sarcasm [28,29,30] and the representative indicators. Meanwhile, feature engineering methods are also used to make use of different features for recognition, such as grammatical patterns, n-gram [21], readability and flips [31], word frequency [32], etc. Generally, traditional machine learning uses a combination of pattern features and semantic features. Among these many semantic features, incongruity-based features have been researched the most. Incongruity information is often found by looking for positive words in negative contexts or vice versa [22,23,24]. Riloff et al. [3] presented a bootstrapping algorithm for extracting incongruity, automatically learning phrases related to positive sentiments and negative situations. They obtain lists of positive emotion items, negative activities, and states to detect sarcasm, and the phrases they obtained were restricted to particular syntactic structures only when the contrasting phrases were in a highly constricted context. Joshi et al. [4] developed a paradigm based on explicit and implicit incongruity with positive-negative pattern-based features, which indicates that extracting the incongruity produced a significant enhancement compared to previous ways of feature engineering. These rule-based extractions of incongruity require manually designed rules for capturing, which fails to capture those incongruities beyond the rules.



Since deep learning has achieved outstanding performance in various domains, it has also achieved excellent results in sarcasm detection. Joshi et al. [19] are among the earliest researchers to demonstrate the efficacy of word embeddings for sarcasm detection. Text-CNN, GRU, LSTM, RNN, Bi-LSTM, and other network models have also been widely used in sarcasm detection. They can capture information from text sequences effectively. Ghosh and Veale integrate fully connected neural networks and Long Short-Term Memory (LSTM) to extract sequential features from sentences [33]. In their subsequent work, Ghosh and Veale enhance model accuracy by including the user’s mood information and contextual information into a neural architecture with two CNN layers and one LSTM layer [1]. Ghosh uses LSTM coupled with the MLP model to obtain the semantic information of the whole sequence [34]. All those previous approaches to deep learning can manage the sequence effectively. However, they are unable to focus on the key items sufficiently as the attention mechanism does, which makes it difficult to extract incongruities. In the field of NLP, the core concept of attention is the soft selection of a sequence of words based on their relative significance to the current task. Attention is also prevalent in various NLP research, including sentiment classification [35,36] and aspect-level sentiment analysis [37,38]. In [2,5], they use a similar approach based on an attention mechanism to extract incongruity. Tay et al. [2] proposed the intra-attention method to detect the incongruity within a sentence and between different words and finally obtain the semantic incongruity information of the whole sentence. Xiong et al. [5] improved the method in [2], increased the learnable attention parameters, and suggested an innovative self-matching module to detect sentence incongruity.



Various research on sarcasm detection focuses on the extraction of incongruity, whether the study employed a rule-based, machine learning, or deep learning approach or not. In [3,4,19,21,22,23,24,25], they proposed rule-based extractions of incongruity that required manually designed rules for capture, as only incongruity that meets the related rules can be identified. With the wide application of deep learning, the approaches of attention mechanisms have also obtained good performance in capturing incongruity [2,5]. These methods, which obtain weights automatically, outperform previous rule-based ones. We suggested an adaptive incongruity extraction module inspired by the notion of searching for words’ contrast and incongruity [2,3,21,25]. However, their methods consider similarity and assign higher weight scores to highly similar words, which cannot effectively capture the incongruity information within a sentence. Incongruity can be more effectively captured when phrases with opposite sentimental polarity are given higher attention scores. We propose an adaptive incongruity extraction module that calculates the Euclidean distance between words to address this issue. Terms with different sentiment polarities can get higher weight scores, which can better extract the incongruous semantic information in the sentence.



Sarcasm detection is becoming increasingly popular in studies of dialogue systems and Multi-modal. Though different from our study employed in areas of brief texts, much of their research is still very enlightening to our future work. Zhang et al. [39] propose a complex-valued fuzzy network to capture the ambiguity and uncertainty of sarcastic human discourse. Chauhan et al. [40] introduced a deep learning-based emoji-aware multitask learning framework and a Gated Emoji-aware Multimodal Attention mechanism. Their methods make full use of emojis for sarcasm detection, which is novel and worth a further study in the future. Zhang et al. [41] have compiled a dataset of Chinese sarcasm with contextual information. In the meantime, they offer a deep learning model for sarcasm detection based on a retrospective strategy. Liang et al. [42] utilize modality-specific sarcastic information with in-modal graphs of text and image modality and a cross-modal graph to extract contradicting expressions between text-modality and image-modality. Sometimes, whether a sentence contains sarcasm or not can only be known by means of context. Some researchers [1,43,44,45,46] have also investigated the type of dialogue with the context. This type of sarcasm detection has become popular in recent years. The most recent approaches for sarcasm detection are based on the pre-trained BERT model with external knowledge or multi-modal information. Li et al. [13] suggested a new method to introduce corresponding commonsense knowledge for each text through the COMET model [26]. They proposed three strategies to select external knowledge, which brings new solutions to sarcasm detection. They also demonstrated the significance of commonsense knowledge in sarcasm detection. Often, it is difficult to understand the correct meaning of sarcasm from the literal words alone. Only by associating relevant commonsense knowledge can we better comprehend the reality, which is consistent with the cognitive process of humans. However, their work contains a few flaws in its application of external commonsense knowledge [13]. In [8,10,11,12,47], they studied multi-modal sarcasm detection, Liu et al. [12] used the CLIP model to generate caption information for each image. The results show that external knowledge of the image caption is much more helpful than the image itself. It further demonstrates that adopting external knowledge is essential for sarcasm detection.



How to make greater use of external knowledge while restraining the noise caused by it is also essential, as is how to utilize the sentence itself more effectively to extract the incongruity within it. The concept of searching for contrast and incongruity in a sequence inspires us. We propose the adaptive incongruity module to extract incongruent semantic information in text and external knowledge. At the same time, to make the sentence interact with external knowledge better, we propose the incongruity cross-attention module to select proper external knowledge and reduce the noise caused by the introduction of external knowledge.




3. Methodology


In this part, we will discuss the proposed model in depth. Figure 2 depicts the structure of our model. As the text and knowledge embedding components, there are two independent pre-trained BERT base models. The text incongruity module and knowledge incongruity module extract the incongruous information of text and knowledge, respectively. Cross incongruity module uses an incongruity cross-attention to extract useful information from corresponding knowledge. The text-knowledge fusion module utilizes our gate module to determine how much text and knowledge should be taken into account before making predictions.



3.1. Task Definition and Motivation


The purpose of sarcasm detection is to determine if a given text is sarcastic. For example, a text sequence X with n tokens,   X =    w 1  ,  w 2  , ⋯ ,  w n     , The goal is to predict an output   y ∈   0 , 1      , 1 indicates that this text is sarcastic category, and 0 otherwise. Our model’s objective is to develop a sarcasm detection model based on text and corresponding commonsense knowledge.




3.2. Commonsense Knowledge Generation


COMET can perform auto-completion on knowledge graphs. We use it to generate the commonsense knowledge we need. COMET automatically learns and generates new, rich, and diverse commonsense descriptions. Before feeding text into COMET, data preprocessing is performed, such as stop words elimination, lemmatization, and token lowercase. Referring to the method and configuration of [48], beam search with the size set to 5 is used to obtain commonsense knowledge candidates. To produce relevant knowledge candidates, we solely employ the causes relations.



Figure 3 shows our commonsense knowledge generated by the COMET network’s causes relations. Figure 3a illustrates the generated commonsense knowledge that is beneficial for sarcasm detection. However, the COMET model also generates a lot of commonsense knowledge that is useless for our sarcasm detection, which is equivalent to producing a lot of noise, which has a negative impact on sarcasm detection. In Figure 3b, except for one commonsense knowledge of “feel good”, which is useful, the other four commonsense knowledge are basically detrimental noise. Therefore, it is essential to know how to use the relevant commonsense knowledge to correctly identify sarcasm, which is a difficult undertaking. The code and data of the COMET model are available at https://github.com/tuhinjubcse/SarcasmGeneration-ACL2020 (accessed on 30 December 2022).




3.3. Sentence Representation


In numerous natural language processing applications., including reading comprehension, emotional dialogue, machine translation, and others, pre-trained language models [20,34,49] have shown strong ability. Devlin et al. [20] designed the pre-trained language representation model of BERT in 2018. BERT is intended to train a bidirectional representation that considers the left and right contexts of each layer at the same time. In their investigation, Vaswani et al. [50] suggested the transformer model. BERT is made up of a stack of transformer encoder and decoder layers. Each layer is divided into two sublayers: multi-head self-attention and a position-wise feed-forward network. In the previous words embedding model, the word vector was fixed, but now the embedding of the pre-trained language model can dynamically change according to the context. Therefore, their feature representation expresses richer semantics.



In this research, we get the feature representation of the text and the knowledge by using the model of the BERT base as the embedding layer. To be specific, an input sequence X with l tokens,   X =    w 1  ,  w 2  , ⋯ ,  w l     . The input sequence X can be encoded as    X  e m b   ∈  R  d ∗ l     by the BERT model, where    X  e m b   =    x 1  ,  x 2  , ⋯ ,  x n    ,    x i  ∈  R d    is the sum of the token, position, and segment embeddings, where d is the embedding dimensions, and l is a predefined maximum length of the input sequence. We concatenate the corresponding generated commonsense knowledge into a knowledge sequence as K. We also feed the text sequence T and commonsense knowledge sequence K into the BERT model. T can be encoded as    T  e m b   =    t 1  ,  t 2  , ⋯ ,  t n    ,  T  e m b   ∈  R  d ∗ n    , and commonsense knowledge K can be encoded as    K  e m b   =    k 1  ,  K 2  , ⋯ ,  K m    ,    K  e m b   ∈  R  d ∗ m    .




3.4. Adaptive Incongruity Extraction Network


Incongruous sentiment information is crucial for sarcasm detection. In this part, we will describe the adaptive incongruity extraction module in detail, which captures the sentiment incongruity information inside the sequence. The key point of this part is the learnable adaptive incongruity matrix, which is used to calculate the distance between each word in the input sequence. In previous works [2,5], the basic method calculates the inner product, which mainly calculates the similarity. Therefore, [2,5] cannot effectively extract incongruous information. At the same time, after calculating the score matrix, they performed the max operation on each row, which could only obtain the incongruent information between two words in a text sequence, thus losing a lot of information. Because of the incongruous information, not just between two words, but possibly between some phrases, in order to make the adaptive incongruity matrix learnable, we first apply three different linear transformations to the input text sequence    T  e m b   ∈  R  d ∗ n    , which is encoded by BERT. Thus, we obtain the new feature representations as follows:




        T  e m b  Q  =  W Q   T  e m b   +  b Q  =  W Q    t 1  ,  t 2  , ⋯ ,  t n   +  b Q  =  [  t  1  q  ,  t  2  q  , ⋯ ,  t  n  q  ]         T  e m b  K  =  W K   T  e m b   +  b K  =  W K    t 1  ,  t 2  , ⋯ ,  t n   +  b K  =  [  t  1  k  ,  t  2  k  , ⋯ ,  t  n  k  ]         T  e m b  V  =  W V   T  e m b   +  b V  =  W V    t 1  ,  t 2  , ⋯ ,  t n   +  b V  =   t  1  v  ,  t  2  v  , ⋯ ,  t  n  v         



(1)





where    W Q  ∈  R  d ∗ d   ,    W K  ∈  R  d ∗ d   ,    W V  ∈  R  d ∗ d   ,    b Q  ∈  R n  ,    b K  ∈  R n  ,    b V  ∈  R n    are the trainable parameters in these three linear transformations.    T  e m b  Q  ∈  R  d ∗ n   ,    T  e m b  K  ∈  R  d ∗ n   ,    T  e m b  V  ∈  R  d ∗ n      are the new feature representations after linear transformation.



Next, we compute the Euclidean distance between different words in    T  e m b  Q    and    T  e m b  K   . To be specific, for word pairs      t i q  ,  t j k     , we compute their Euclidean distance    d  i , j     as follows:


   d  i , j   = ∥  t i q  −  t j k   ∥ 2   



(2)




where    d  i , j   ∈ R   denotes the Euclidean distance between the two vectors    e i q    and    e j k   . To a certain extent, after BERT embeds a word, the farther the semantic distance between two words is, the larger the value of their Euclidean distance is, which can better capture the semantic incongruity information in the text.



We get an adaptive incongruity matrix  D  based on all Euclidean distances    d  i , j   ,   i , j ∈   1 , 2 , ⋯ , n    .


  D =        d  1 , 1        d  1 , 2      ⋯     d  1 , n          d  2 , 1        d  2 , 2      ⋯     d  2 , n        ⋮   ⋮   ⋱   ⋯       d  n , 1        d  n , 2      ⋯     d  n , n          



(3)




where   D ∈  R  n ∗ n     consists of the distance between individual words in the input text. Since each element in the matrix  D  is quite large, we need to mask it first and then normalize each row. For example, we normalize the row  i  as follows:


   m i  =    s  i , 1   ,  s  i , 2   , ⋯ ,  s  i , n     = s o f t m a x    d  i , 1   ,  d  i , 2   , ⋯ ,  d  i , n      



(4)




where    m i  ∈  R n    represents the semantic gap between the i-th word and the other words. The larger the value is, the farther the semantic gap is for the corresponding word pairs. At the same time, we do not use the max function as in papers [2,5]; only the largest incongruity between word i and other words is obtained after using the Max function in papers [2,5]; their method would lose a lot of information because the semantic incongruity within a sentence should occur between two phrases, not just between two words. The incongruity is computed using the softmax operator between a word and multiple other words. A score matrix Scores measuring semantic incongruity is obtained as follows:


  S c o r e s =        s  1 , 1        s  1 , 2      ⋯     s  1 , n          s  2 , 1        s  2 , 2      ⋯     s  2 , n        ⋮   ⋮   ⋱   ⋯       s  n , 1        s  n , 2      ⋯     s  n , n          



(5)







We multiply Scores with the matrix    T  e m b  V    to obtain the new text feature representation enhanced with semantic incongruity information. In order to retain the original feature information, we employ a residual network here. The specific calculation process is as follows:


   T  i n c o   = L N    T  e m b  V  S c o r e  s T  +  T  e m b      



(6)




where   L N   is the operation of layer normalization [51], and    T  i n c o   =    t 1  i n c o   ,  t 2  i n c o   , ⋯ ,  t n  i n c o     ,    T  i n c o   ∈  R  d ∗ n     is the feature representation of the text after incongruent semantic enhancement.



Similarly, we can perform the same computational operation on commonsense knowledge with another adaptive incongruity extraction module and obtain a new commonsense knowledge feature representation    K  i n c o   =    k 1  i n c o   ,  k 2  i n c o   , ⋯ ,  k m  i n c o     ,    K  i n c o   ∈  R  d ∗ m    , which is enhanced by incongruity semantics also.




3.5. Incongruity Cross-Attention Module


The external commonsense knowledge may contain a lot of noise information, which may be detrimental to our sarcasm detection if we do not screen the knowledge. In order to make better use of external knowledge, we propose an incongruity cross-attention module between text and external commonsense knowledge to fully extract useful commonsense knowledge. In this part, we will introduce the module in detail. Similarly, in order to make knowledge extraction learnable, we perform a linear transformation on    T  i n c o     and two linear transformations on    K  i n c o    , which are calculated as follows:




        T  i n c o  Q  =  W  Q    ′    T  i n c o   +  b  Q    ′   =  W  Q    ′    [  t  1   i n c o   ,  t  2   i n c o   , ⋯ ,  t  n   i n c o   ]  +  b  Q    ′   =  [  t  1   i n c o q   ,  t  2   i n c o q   , ⋯ ,  t  n   i n c o q   ]         K  i n c o  K  =  W  K    ′    K  i n c o   +  b  K    ′   =  W  K    ′     k  1   i n c o   ,  k  2   i n c o   , ⋯ ,  k  m   i n c o    +  b  K    ′   =   k  1   i n c o k   ,  k  2   i n c o k   , ⋯ ,  k  n   i n c o k           K  i n c o  V  =  W  V    ′    K  i n c o   +  b  V    ′   =  W  V    ′     k  1   i n c o   ,  k  2   i n c o   , ⋯ ,  k  m   i n c o    +  b  V    ′   =   k  1   i n c o v   ,  k  2   i n c o v   , ⋯ ,  k  n   i n c o v          



(7)





where    W Q ’  ∈  R  d ∗ d   ,    W K ’  ∈  R  d ∗ d   ,    W V ’  ∈  R  d ∗ d   ,    b Q ’  ∈  R n  ,    b K ’  ∈  R n  ,    b V ’  ∈  R n    are the trainable parameters in these three linear transformations.    T  i n c o  Q  ∈  R  d ∗ n   ,    K  i n c o  K  ∈  R  d ∗ m   ,    K  i n c o  V  ∈  R  d ∗ m     are the new feature representations after linear transformation.



To extract the effective information from commonsense knowledge, we have to compute the Euclidean distance for each word vector in    T  i n c o  Q    and    K  i n c o  K   . Specifically, for word pairs      t i  i n c o q   ,  k j  i n c o k      , we calculate it as follows:


   d  i , j  ′  = ∥  t i  i n c o q   −  k j  i n c o k    ∥ 2   



(8)




where    d  i , j  ′  ∈ R   represents the Euclidean distance between the two vectors    t i  i n c o q     and    k j  i n c o k    ,    t i  i n c o q     the i-th word in the text sequence and    k j  i n c o k     the j-th word in the corresponding knowledge sequence. Similar to the method of the adaptive incongruity extraction module, we can also obtain the cross-incongruity matrix   D ′   and the score matrix   S c o r e  s ′    as follows:


   D ′  =        d  1 , 1  ′       d  1 , 2  ′     ⋯     d  1 , m  ′         d  2 , 1  ′       d  2 , 2  ′     ⋯     d  2 , m  ′       ⋮   ⋮   ⋱   ⋯       d  n , 1  ′       d  n , 2  ′     ⋯     d  n , m  ′         



(9)






  S c o r e  s ′  =        s  1 , 1  ′       s  1 , 2  ′     ⋯     s  1 , m  ′         s  2 , 1  ′       s  2 , 2  ′     ⋯     s  2 , m  ′       ⋮   ⋮   ⋱   ⋯       s  n , 1  ′       s  n , 2  ′     ⋯     s  n , m  ′         



(10)




where    D ′  ∈  R  n ∗ m   ,     S c o r e  s ′  ∈  R  n ∗ m   ,    s  i , j  ’  ∈ R   represents the distance score of two words, one word in the text and each word and the other one in the corresponding commonsense knowledge.



Then, the interaction score matrix   S c o r e  s ′    and    K  i n c o  V    were used for matrix multiplication so that useful information in the knowledge could be extracted. We also utilize the residual structure to better retain a part of the original information. The calculation process is as follows:


  T  K  i n c o   = L N    K  i n c o  V  S c o r e   s ′  T  +  T  i n c o      



(11)




where   L N   is the operation of layer normalization [51], and   T  K  i n c o   ∈  R  d ∗ n     represents the new features extracted by the incongruity cross-attention module between text and knowledge, which serves as a feature new representation of commonsense knowledge.




3.6. Gate Mechanism Module


Since knowledge and text have different contributions to the final prediction, we design a gated unit to dynamically learn the output quantity of text and knowledge. The text features and knowledge features, which have passed the adaptive incongruity extraction module and incongruity cross-attention module, are used as the input of the gate mechanism.



We first perform averaging operations on    T  e m b     and    K  e m b   ,   respectively, to obtain    T  m e a n   ∈  R d    representing the text and    K  m e a n   ∈  R d    representing commonsense knowledge. The calculation process of the weight coefficient  β  for the output of the gate mechanism is as follows:


  β = s i g m o i d      T  e m b  T  ⊕    T  m e a n   +  K  m e a n        W g     



(12)




where   β ∈  R  n ∗ 1     is a variational weight vector, and    W g  ∈  R  2 d ∗ 1     are learnable parameters.  ⊕  denotes the tensor’s concatenation operation, which concatenates      T  m e a n   +  K  m e a n       with the vector of each token in    T  e m b  T    separately. With the weight vector  β , we can control the output of    T  i n c o      and      T  K  i n c o     as    T  i n c o   β   and    T  K  i n c o     1 − β    . To make full use of text and knowledge, we also use a residual module as follows:


  Y = L N    T  i n c o   β +  W r  T  K  i n c o     1 − β      



(13)




where   L N   is the operation of layer normalization [51], and    W r  ∈  R  d ∗ d     are learnable parameters.


   Y ^  = L N   Y + M L P  Y     



(14)







The use of a full connected network (also known as MLP) is then made, followed by the addition of a layer normalization and a new residual module.




3.7. Prediction and Training Objectives


Then, a linear transformation and a softmax calculation are applied to   Y ^   to obtain the prediction result. The softmax function computes the probabilities of different classes. The categories with high probability values are the ones we predict. The calculation is as follows:


   z ^  = S o f t m a x    Y ^   W c  +  b c     



(15)




where    W c  ∈  R  d ∗ 2   ,    b c  ∈  R 2    are the trainable parameters.   z ^   is our predicted classification.



We use the cross-entropy cost function to train our model.


  J = −   ∑  i N     z i  log   z ^  i  +   1 −  z i    log   1 −   z ^  i      + λ R  



(16)




where J denotes the loss function.    z i    represents the true class label for sample i, and     z ^  i    denotes the class label forecasted by the model of sample  i . N denotes the total number of training samples. R denotes the L2 regularization, and  λ  on behalf of the corresponding weight coefficient.





4. Experiment


4.1. Dataset


Two Twitter datasets were proposed and created by [33,34]. The Reddit dataset [52] is a dataset about the subreddit’s political data. These three datasets are used to verify the performance of our model. Three datasets are denoted as Twitter-G, Twitter-R, and Reddit-Pol, respectively. In these datasets, each text sample corresponds to a set of commonsense knowledge. The COMET network is well suited to generate commonsense knowledge for brief text. Thus, we selected these three datasets from the popular sarcasm detection datasets. In this paper, we will generate some external commonsense knowledge for each sample using the COMET model. The statistics of the three datasets are shown in Table 1.




4.2. Baseline Models


To assess our model, we compare it to the baseline models as follows:



NBOW: In order to represent the complete sentence as a feature in subsequent tasks, this model employs the average of all word embeddings.



TextCNN: Kim [2] has proposed it as an upgrade to image convolution, which is specifically utilized for text feature extraction. With little hyperparameter adjustment and the use of static word vectors, simple TextCNN models may perform rather well when classifying text. Furthermore, if the word vectors are fine-tuned during training, the performance may be increased much further.



Bi-LSTM: The so-called Bi-LSTM is a two-layer neural network. The first layer starts with the first word of the sentence, whereas the second layer starts with the last word and carries out the first layer’s processes backwards. In order to capture context information in words, bidirectional LSTM outperforms unidirectional LSTM.



SIARN: SIARN can learn an intra-attentive feature representation of the input text that may capture contradictory sentiments and incongruence. Previous sequence models, such as LSTMs, were unable to identify the interaction between word pairs.



SMSD-BiLSTM: Self-matching networks are proposed by Xiong et al. [5] as a means of detecting incongruity on the basis of a modified co-attention approach. They also develop the compositional information of the text using a bidirectional LSTM.



BERT: Transformers’ BERT is a bidirectional encoder. In order to pre-train deep bidirectional representations from unlabeled text, it attempts to calculate criteria shared by left and right contexts. Therefore, state-of-the-art models for a variety of natural language processing tasks may be generated by fine-tuning pre-trained BERT models with a single additional output layer. BERT can provide superior semantic expression as compared to conventional word embedding techniques, and its feature representation may be adjusted according to the circumstances. The introduction of BERT is crucial historically for the study of several tasks in natural language processing.



SDCK: SDCK was proposed by Li et al. [13]. They introduced commonsense knowledge into sarcasm detection for the first time and achieved state-of-the-art performance in 2021. It shows the importance of commonsense knowledge in sarcasm detection. However, he also has many shortcomings. He does not make full use of the text itself and commonsense knowledge.




4.3. Experimental Settings


The model we proposed is developed with PyTorch [53], operating on an NVIDIA GeForce RTX 3060 Laptop GPU. Hugging Face released the transformers toolkit, which greatly facilitated researchers. The pre-trained BERT base model we used is from Hugging Face also. Adam [54] is used as our optimizer. We save the model that performs best on the validation set. Since different datasets have their own distribution characteristics, we use different parameters for different datasets, and the specific parameters are shown in Table 2 where MaxSL and MaxKL denote the maximum input text sequence length and the maximum input knowledge sequence length, respectively. Our code and datasets are available at Supplementary Materials.




4.4. Experimental Results


In this part, our model is compared with baselines based on normal evaluation metrics, such as precision, recall, and F1 score. Then, we analyze the experimental results of our model with the adaptive incongruity extraction module, the incongruity cross-attention module, and the gate module. The results on the three datasets demonstrate that our model improves the state-of-the-art performance substantially. Our model outperforms earlier benchmarks in precision, recall, and F1 score, and the results perform differently on different datasets.



The performance of our method and the other benchmark models on the three datasets is displayed in Table 3. The experimental results of baseline models are collected from Li et al. [13]. Obviously, our method obtains the best results across all datasets. To be specific, our model achieves 5.34%, 1.88%, and 3.84% improvement on the datasets of Twitter-G, Twitter-P, and Reddte-pol, respectively, compared to the fine-tuned BERT base model on the F1 metric. SDCK-maj, SDCK-min, and SDCK-con represent the model of SDCK [13] under majority, minority, and contrast knowledge selection methods of sentiment-based, respectively. SDCK-att represents the model of SDCK [13] under the attention-based knowledge selection method. Li et al. [13] also introduces commonsense knowledge, but they need several knowledge selection strategies. Moreover, in their work, one method can only work well on a certain dataset [13]. We can achieve good results on all three datasets simultaneously and far surpass their best by just using our model. For example, on the datasets of Twitter-G, Twitter-P, and Reddte-pol, our model achieves 4.59%, 0.66%, and 1.33% improvement, respectively, compared to the SDCK-maj model on the F1 metric. Similarly, our model achieves 3.58%, 2.1%, and 0.48% improvement compared to the SDCK-con model on the F1 metric.



The three methods, SDCK-maj, SDCK-min, and SDCK-con correspond to three selection strategies [13]. Each method can only achieve good results on a certain dataset, and we far exceed their best results. Their knowledge selection strategy has inferior generalization performance [13], and it must use the corresponding knowledge selection method to select the required knowledge in advance and store it in the document, demonstrating the complexity of their method [13]. In contrast, our method is more straightforward and user-friendly, and it yields superior experimental results. Compared with their implicit policy model SDCK-att, on the datasets of Twitter-G, Twitter-P, and Reddit-Pol, our model achieves 3.66%, 2.02%, and 0.87% improvement, respectively. It shows that our model functions much better than the traditional self-attention mechanism method in incongruity extraction.



To further demonstrate the validity of our model, we undertake experiments on SDCK-maj, SDCK-min, and SDCK-con models [13], respectively. We add our two key modules (adaptive incongruity extraction module and incongruity cross-attention module) to the methods [13]. Table 4 provides the experimental comparison before and after the addition of our two key modules. Model-maj, Model-min, and Model-con denote the models that SDCK-maj, SDCK-min, and SDCK-con are combined with in our two key modules, respectively. Our two key modules significantly improved the performance of their models [13] on almost all datasets. For example, on Twitter-G, Twitter-P, and Reddit-Pol datasets, Model-maj achieves 3.9%, 0.46%, and 1.31% improvement compared to the SDCK-maj model on the F1 metric. Similarly, Model-min achieves 1.12%, 1.70%, and 1.20% improvement compared to the SDCK-min model on the F1 metric.




4.5. Ablation Study


In order to explore the impact of different components, ablation experiments are conducted to evaluate the performance of the adaptive incongruity semantic extraction module and the incongruity cross-attention module. Specifically, we consider three different scenarios, (1) remove the adaptive incongruity extraction module of text (denoted as w/o text_incon), (2) remove the adaptive incongruity extraction module of knowledge (denoted as w/o know_incon), and (3) remove the incongruity cross-attention that is the module of interaction between the text and knowledge (denoted as w/o cross_incon).



The results are displayed in Table 5. Clearly, our model only performs best when all modules are included. From the results, we can see that each of our modules is indispensable and crucial for sarcasm detection. Discarding different modules, performance will deteriorate differently on different datasets. For example, Model (w/o text_incon) has 0.71% and 1.17% degradation on Twitter-G and Twitter-P, respectively, meanwhile, it has a 1.91% degradation on Reddit-Pol.



In order to explore the effect of the gated unit, we maintain the normal operation of the other modules while examining the function of the gate module. We begin by removing the gate mechanism, leaving the remaining components intact. In this instance, Model (−gate) has 0.43%, 0.93%, and 1.96% degradation on Twitter-G, Twitter-P, and Reddit-Pol, respectively. To further investigate the performance of this module, we conduct comparison tests using the other two integration approaches. They are concatenation and element-wise addition. Model (+add) has 0.89%, 0.49%, and 1.35% degradation on Twitter-G, Twitter-P, and Reddit-Pol, respectively. Table 6 shows that merely extracting the features of text and knowledge does not achieve satisfactory results. How to effectively utilize the extracted feature information is also very critical. The absence of the gate mechanism leads to poorer performance, indicating the importance of the gate that can dynamically learn weights based on text and knowledge. It demonstrates that the optimum result cannot be achieved by using the integration method of concatenation and element-wise addition alone, which also demonstrates the effectiveness of the gated unit.




4.6. Model Visualization


In this part, we visualize the weight scores to demonstrate the mechanism of the adaptive incongruity extraction module and incongruity cross-attention module. The adaptive incongruity extraction module extracts the incongruity in the sentence by calculating the weight scores between words. To make the calculation of the weights learnable, we will apply three different linear transformations to the features after the word embedding, which will change the original meaning of the weight scores. Weight scores are automatically learned to assign higher weights to incongruous words. In Figure 4, the text sequence is “nothing better than watching movies with my dog on this Friday night”, and the commonsense knowledge sequence is “be entertain cry depression be bore boredom”.



For the adaptive incongruity extraction module, Figure 4a shows the attention weight scores of a text obtained after the model is trained. It is evident that “with”, “dog”, “nothing”, “than”, and “watch” have the highest weighting scores. Specifically, “with”, “dog” and “watching”, “movie” have high scores. At the same time, “with”, “dog”, “better”, and “than” have high scores. The above phrases have strong inconsistent semantics among themselves, and our module gives them high weight scores, indicating that it can capture the incongruent semantics effectively. The phrase “with my dog” is the key to determining whether it is sarcasm. Therefore, “with” and “dog” are given very high weight scores along with other words. Next, it adds the vectors “with” and “dog” multiplied by the weights to the corresponding word. Similarly, “nothing better than” represents positive sentiment words, which are also assigned high weights. These reinforce the incongruity information on the corresponding word vector.



For the incongruity cross-attention module, Figure 4b shows the incongruity cross-attention scores between the text and the corresponding commonsense knowledge. Text sequence is used as the query vector. In this text sequence, the emotion “entertain” is easily discernible, whereas the emotion “bore” is more difficult to locate and comprehend. Therefore, we should pay more attention to the “bore” in commonsense knowledge to better understand the meaning of this sentence. Our incongruity cross-attention scores also corroborate our analysis. The words “bore”, “cry”, and “depression” have the highest cross-attention scores, which represent negative emotional words, and they are the main sentiment of the text sequence, indicating that we have accurately captured the correct words. Next, the term “entertain” also has a high attention score, which represents a positive emotional word. For the judgment of sarcasm in this text, we can easily find the positive sentiment of “entertain”, but it is challenging to find the negative emotion of “boring”. In this text, the negative semantics of “bore” are much more important, so “entertain” has a slightly lower attention score than “bore”.



It shows that the adaptive incongruity extraction network and the incongruity cross-attention network perform well in extracting incongruent information and words with distinct sentiment polarity, which actually demonstrates the effectiveness of the two modules.





5. Conclusions


In this study, we propose three new modules to optimize the utilization of the text and external commonsense knowledge: an adaptive incongruity extraction module, an incongruity cross-attention module, and an improved gate mechanism module. After word embedding, the farther the Euclidean distance of word vectors with different sentiment polarity is, the higher the weight score is calculated by the model. Then, it is easier for the modules to capture the incongruent semantic information within the sentence effectively. Consequently, our adaptive incongruity extraction module can automatically extract incongruity from the text and commonsense knowledge. With the selection of useful information from commonsense knowledge, the application of the incongruity cross-attention module completes a better interaction between the text and the corresponding commonsense knowledge. The self-learning gate mechanism, as the knowledge-text integration module, controls the specific quantity of information in the final output by assessing and controlling the fusion weight scores in text and knowledge-text. Extensive tests were conducted on three datasets to illustrate the efficacy of our strategy. The experimental results demonstrate that our technique greatly outperforms the benchmark model. Simultaneously, the ablation experiments confirmed the efficiency of the three proposed modules. Finally, the visualization analysis of attention scores reveals the function of the modules, further demonstrating the efficacy of our model. In addition to achieving state-of-the-art performance on three datasets, our proposed model has enhanced interpretability. In future work, we will explore a more general and elegant approach for the integration of text and knowledge owing to the importance of external knowledge in sarcasm detection.
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Figure 1. Examples of sarcasm detection with the help of commonsense knowledge. 
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Figure 2. The structure of our proposed model. 
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Figure 3. Examples of commonsense knowledge generation using COMET: (a) Effective commonsense knowledge; (b) Commonsense knowledge with a lot of useless information. 
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Figure 4. Visualization of the weight scores of the adaptive incongruity extraction module and incongruity cross-attention module: (a) Text incongruity attention scores; (b)Text and knowledge incongruity cross-attention scores. 
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Table 1. Statistics of the dataset.






Table 1. Statistics of the dataset.





	Dataset
	Train
	Dev
	Test
	Total





	Twitter-G
	46,071
	5118
	3742
	54,931



	Twitter-P
	8498
	1062
	1062
	10,622



	Reddit-Pol
	20,843
	2605
	2605
	26,053
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Table 2. Different hyperparameters for different datasets in the experiment.
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	Dataset
	Learning-Rate
	Train-Batch
	MaxSL
	MaxKL
	Train-Epochs





	Twitter-G
	5 × 10−5
	30
	40
	20
	4



	Twitter-P
	2 × 10−5
	30
	40
	27
	6



	Reddit-Pol
	5 × 10−5
	30
	40
	20
	5
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Table 3. Comparison results for sarcasm detection. The best result is in boldface.
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Twitter-G

	
Twitter-P

	
Reddit-Pol




	
Method

	
P

	
R

	
F1

	
P

	
R

	
F1

	
P

	
R

	
F1






	
NBOW

	
0.7303

	
0.7444

	
0.7281

	
0.8039

	
0.8027

	
0.8033

	
0.6983

	
0.6933

	
0.6950




	
TextCNN

	
0.7488

	
0.7635

	
0.749

	
0.7993

	
0.7965

	
0.7978

	
0.7180

	
0.7183

	
0.7181




	
Bi-LSTM

	
0.7752

	
0.7885

	
0.7784

	
0.7994

	
0.8029

	
0.8009

	
0.7062

	
0.7100

	
0.7073




	
SIARN

	
0.7464

	
0.7601

	
0.7480

	
0.7897

	
0.7924

	
0.7909

	
0.7018

	
0.7020

	
0.7019




	
SMSD

	
0.7508

	
0.7662

	
0.7447

	
0.7966

	
0.7979

	
0.7972

	
0.7326

	
0.7331

	
0.7328




	
BERT

	
0.8178

	
0.8337

	
0.8217

	
0.8399

	
0.8465

	
0.8424

	
0.7339

	
0.7266

	
0.7292




	
miroblog

	
0.8211

	
0.8344

	
0.8251

	
0.8395

	
0.8441

	
0.8413

	
0.7525

	
0.7402

	
0.7427




	
SDCK-maj

	
0.8249

	
0.8376

	
0.8292

	
0.8516

	
0.8605

	
0.8546

	
0.7532

	
0.7519

	
0.7525




	
SDCK-min

	
0.8552

	
0.8598

	
0.8573

	
0.8361

	
0.8426

	
0.8386

	
0.7555

	
0.7554

	
0.7555




	
SDCK-con

	
0.8349

	
0.8471

	
0.8392

	
0.8393

	
0.8413

	
0.8402

	
0.7610

	
0.7609

	
0.7610




	
SDCK-att

	
0.8341

	
0.8467

	
0.8385

	
0.8404

	
0.8417

	
0.8410

	
0.7570

	
0.7571

	
0.7571




	
Model (ours)

	
0.8761

	
0.8744

	
0.8751

	
0.8592

	
0.8638

	
0.8612

	
0.7641

	
0.7716

	
0.7658
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Table 4. The experimental results of our incongruity extraction module are combined with the knowledge selection strategy.
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Twitter-G

	
Twitter-P

	
Reddit-Pol




	
Method

	
P

	
R

	
F1

	
P

	
R

	
F1

	
P

	
R

	
F1






	
SDCK-maj

	
0.8249

	
0.8376

	
0.8292

	
0.8516

	
0.8605

	
0.8546

	
0.7532

	
0.7519

	
0.7525




	
Model-maj

	
0.8689

	
0.8676

	
0.8682

	
0.8574

	
0.8615

	
0.8592

	
0.7640

	
0.7718

	
0.7656




	
SDCK-min

	
0.8552

	
0.8598

	
0.8573

	
0.8361

	
0.8426

	
0.8386

	
0.7555

	
0.7554

	
0.7555




	
Model-min

	
0.8683

	
0.8687

	
0.8685

	
0.8534

	
0.8587

	
0.8556

	
0.7656

	
0.7723

	
0.7675




	
SDCK-con

	
0.8349

	
0.8471

	
0.8392

	
0.8393

	
0.8413

	
0.8402

	
0.7610

	
0.7609

	
0.7610




	
Model-con

	
0.8746

	
0.8744

	
0.8746

	
0.8619

	
0.8632

	
0.8625

	
0.7647

	
0.7563

	
0.7595
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Table 5. Experimental results of the ablation study. The best result is in boldface.
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Twitter-G

	
Twitter-P

	
Reddit-Pol




	
Method

	
F1 Score






	
Method (w/o text_incon)

	
0.8680

	
0.8495

	
0.7467




	
Method (w/o know_incon)

	
0.8730

	
0.8560

	
0.7406




	
Method (w/o cross_incon)

	
0.8685

	
0.8456

	
0.7506




	
Method (ours)

	
0.8751

	
0.8612

	
0.7658
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Table 6. Experimental results of ablation study concerning the gate mechanism. The best result is in boldface.
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Twitter-G

	
Twitter-P

	
Reddit-Pol




	
Method

	
F1 Score






	
Method (ours)

	
0.8751

	
0.8612

	
0.7658




	
Method (−gate)

	
0.8708

	
0.8519

	
0.7462




	
Method (+concat)

	
0.8666

	
0.8580

	
0.7503




	
Method (+add)

	
0.8662

	
0.8563

	
0.7523
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