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Abstract

:

The moisture content of Yinghong No. 9 tea leaves is an important indicator for their processing. The traditional method used to detect the moisture content of tea leaves is not suitable for large-scale production. To improve the efficiency of tea processing, a moisture content detection system for Yinghong No. 9 tea leaves based on machine vision was developed, and the relationship between the moisture content and the fresh tea leaves was researched. Firstly, nine color features and five texture features of the tea leaves images were extracted, and two different tea leaves databases were constructed based on linear discriminant analysis (LDA) and principal component analysis (PCA). Secondly, two models of moisture prediction for fresh tea leaves were built using a backpropagation (BP) neural network, which were then optimized by particle swarm optimization (PSO) and a genetic algorithm (GA), respectively. After, the two preprocessing methods and the two optimization algorithms were cross-combined to optimize the models for moisture content prediction. Finally, the models above were filtered using segmental analysis for the segmental moisture content prediction. It was verified by experiments that the coefficient of determination (R2) of the combined model of PCA-GA-BP and PCA-PSO-BP was 94.1073%, the RMSE was 1.1490%, and the MAE was 0.9982%. The results of this paper can help in the instantaneous detection of the moisture content of fresh tea leaves during processing, improving the production efficiency of Yinghong No. 9 tea.
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1. Introduction


Yinghong No. 9 is a popular and representative cultivar in Guangdong Province, located in southern China, and it has a high yield and high economic benefits [1]. Withering is an important process in the production of Yinghong No. 9 tea, and the moisture content is an important indicator of the withering process. Polysaccharides, amino acids, and soluble sugars, as the factors that can determine the quality of the finished tea, are significantly affected by an increase in the withering time. Thus, the moisture content plays an important role in the formation of the quality of Yinghong No. 9 [2].



In recent years, in order to solve the problems of inefficiency in large-scale production brought by traditional methods for detecting the moisture content of tea leaves, scholars in China and abroad have used nondestructive testing technology to conduct research on tea testing. Zhang et al. used near-infrared spectroscopy to predict the moisture content of Yinghong No. 9, which had a higher accuracy and prediction accuracy, with an R2c of 0.9410, RMSEC of 0.2404, R2cv of 0.9171, RMSECV of 0.2851, R2p of 0.9513, and RMSEP of 0.2236 [3]. Mizukami et al. studied the relationship between the electronic properties of tea leaves and the moisture content, and they used capacitance and impedance to predict the moisture content of the tea leaves [4]. Wei et al. used hyperspectral technology to classify and predict whether it was the front or the back of the tea leaves. The prediction accuracy of the front of the tea leaves was 0.951, and the prediction accuracy of the back was 0.918 [5].



However, whether it is near-infrared spectroscopy, hyperspectral technology, or chemical determination methods, the detection cost is relatively high, the efficiency is low, and they are only suitable for laboratories; moreover, it will be difficult to deploy them in production. With the rapid development of computers, machine vision technology has received widespread attention again. Machine vision involves many cutting-edge fields, such as artificial intelligence, image processing, and pattern recognition. The low-cost and high-efficiency performance of machine vision makes it widely used in the field of agriculture [6]. Therefore, this technology has also begun to be applied in the field of tea leaves detection. Laddi et al. researched the role of illumination in the discrimination of tea samples based on the textural features of tea granules, which showed that the best discrimination was obtained with darkfield illumination, with a variance of 96%, whereas brightfield illumination showed low discrimination, with only an 83% variance [7]. Wei et al. used multispectral and depth images to establish the regression model of tea moisture content, which showed that the prediction accuracies of the front and back of the tea leaves were 0.77 and 0.68, respectively [8]. Zhang et al. designed an automatic tea-category identification (TCI) system to identify green, oolong, and black teas, which used a 3 CCD digital camera [9]. Liang et al. used the NDT (nondestructive testing) method to detect the moisture content of stacked leaves through linear PLS (partial least squares) and nonlinear SVM (support vector machine) [10]. An et al. applied deep learning methods to predict the moisture content rapidly and nondestructively in withered leaves, and the results showed that deep learning methods can better characterize the correlation between the images and the moisture than traditional linear PLS and nonlinear SVR algorithms [11].



However, most of these research objects are single, fresh leaves or finished tea, and there is no research on the moisture content of stacked tea leaves of Yinghong No. 9. At present, the neural network method for moisture content prediction has become very common, among which the backpropagation (BP) neural network shows good performance in dealing with nonlinear problems [12,13]. However, the BP neural network easily falls into the local optimal value. Improper assignments will lead to a decline in the prediction accuracy of the model during initialization. Sun et al. established the BP-ANN model to monitor the relationship between the drying parameters and the state of moisture under different microwave vacuum drying conditions for different typical fruits and vegetables [14]. Meerasri et al. studied and investigated the effects of edible coating and drying temperature on the properties of dehydrated pineapple cubes through artificial neural networks (ANNs) and multiple linear regression (MLR) [15]. When there are too many neurons in the input layer, the parameters of the model will increase, and the prediction speed will decrease. Therefore, we designed a moisture content detection system for the stacking of Yinghong No. 9 tea leaves based on machine vision. The color–texture method was used to extract the image features of Yinghong No. 9 tea leaves. Two different Yinghong No. 9 tea leaves databases were constructed based on linear discriminant analysis (LDA) and principal component analysis (PCA). The BP neural network model was optimized using particle swarm optimization (PSO) and a genetic algorithm (GA). We analyzed the predicted effect of the segmental moisture content to establish the best model and to realize the moisture content detection of stacked Yinghong No. 9 tea leaves, providing a reference for the nondestructive testing of Yinghong No. 9 tea leaves online.




2. The Overall Design of the Moisture Content Detection System for Yinghong No. 9 Tea Leaves


The composition of the moisture content detection system for Yinghong No. 9 tea leaves based on machine vision is shown in Figure 1, which was composed of an image acquisition system, an image prediction system, and an identity recognition system.



The identity recognition system uses fingerprint recognition to identify the operator by calling the fingerprint database. The fingerprint information can also be entered into the fingerprint database. After passing through the identity recognition system, the device parameters can be changed.



The image acquisition system collects the image of the tea leaves through the camera and judges whether there are Yinghong No. 9 tea leaves in the image through the color feature distinction. When there are Yinghong No. 9 tea leaves in the image, the fan will be started, the LED light will be turned on, and the system will wait for the acquisition command. The color indicator in the color feature can strengthen the color feature of the target object. In order to distinguish whether there are Yinghong No. 9 tea leaves, the ExG, via Equations (1)–(3), is used to analyze the image of the Yinghong No. 9 tea leaves [16]. In the case of a given threshold,    t g   , the presence of Yinghong No. 9 tea leaves is determined when the ExG is greater than    t g   .


  E x G ( x , y ) = 2 G ( x , y ) − R ( x , y ) − B ( x , y )  



(1)






  Pg =     ∑  i = 1  w     ∑  j = 1  h   g ( x , y )       w h    



(2)






  g ( x , y ) =     1    ( E x G ( x , y ) ≥  t g  )      0      E x G ( x , y ) <  t g          



(3)







Here,   R G B   is the three channels of the image,   ( x , y )   is the position of the pixel, w is the width of the image, and h is the height of the image.



Firstly, in the image prediction system, the threshold value of the moisture content and the interval time of the image prediction can be set after the timer is started. Secondly, when a specific duration of time is reached, a collection command is issued to the image acquisition system, and the camera sends the tea leaves image data through the serial port to the main control chip. After that, the main control chip preprocesses the image data, organizes it into multidimensional data, and inputs it into the model for prediction. Finally, the prediction result is displayed on the display screen, and the buzzer is activated to give an alarm when the predicted moisture content reaches the threshold value of moisture content.




3. System Software and Hardware Design


3.1. Hardware Design


The structure of the Yinghong No. 9 tea leaves moisture content detection system is shown in Figure 2. The Yinghong No. 9 tea leaves moisture content detection system is mainly composed of a dark room and a control room, as shown in Figure 2a,b, respectively. The touch screen, buzzer, fingerprint recognition module, hard disk, and main processor were installed in the control room. The main processor used was a Ruixin 64-bit six-core SoC RK3399 with GPU graphics acceleration, which is suitable for machine vision tasks. The length, width, and height of the control room were 400 × 180 × 280 mm. In order to keep the control room fixed on the workbench, a buckle was installed under the control room to prevent slipping.



Cameras, fans, and an LED were installed in the dark room. The camera used was a Hikvision MV-CE200-10UC, the specifications of which are shown in Table 1. The lens used was a 12 MP FA lens, of the model MVL-KF228M-2MP, and the specifications are shown in Table 2. Since the distance between the camera and the bottom of the device was 358 mm, the field of view of the image of the Yinghong No.9 tea leaves was 381 × 286 mm. Therefore, the length, width, and height of the darkroom were designed to be 547 × 372 × 531 mm. The test prototype is shown in Figure 3.




3.2. Software Design


The software was written with the QT5 compiler and programmed using C++ and Python. A flow chart of the moisture content detection system of Yinghong No. 9 tea is shown in Figure 4. First, the image of the Yinghong No. 9 tea leaves is collected after the operator is identified by reading the information of the fingerprint module. After the image is captured, the program will crop the ROI area and determine the presence or absence of the tea leaves according to the range of the super green indicator value. If Yinghong No. 9 tea leaves are directly under the camera, the image will be preprocessed; otherwise, it will continue to collect images. Finally, the preprocessed data are input into the model to obtain the predicted value of the moisture content, and the moisture content and image features are stored on the hard disk and displayed. When the predicted value of the moisture content is lower than the preset threshold, it will signal an alarm and stop the prediction of the moisture content; otherwise, it will check whether the timer reaches the interval time, and, if so, the timer will be cleared, and the image acquisition will start again.





4. Image Acquisition Method and Information Processing of Yinghong No. 9 Tea Leaves


4.1. Materials and Methods


Taking the Yinghong No. 9 tea leaves moisture content detection device as the test platform, its composition is shown in Figure 5. The platform consisted of a dark room, a control room, and an electronic scale of the model Leqi CN-LQC30001 (Kunshan City, Jiangsu Province, China, Youkeweit Electronic Technology Co., Ltd.), with an accuracy of 0.01 g. The dark box and control room are described in detail in Section 3.



The test material was Yinghong No. 9 tea leaves, which were collected from the tea garden of Guangdong Yingjiu Manor Green Industry Development Co., Ltd., on November 6th and shipped back to South China Agricultural University. In order to ensure the quality of the tea leaves, the tea leaves harvested in the tea garden were placed in a fresh-keeping box, and approximately 5 kg of the wilted or damaged tea leaves was removed from the fresh-keeping box. The remaining tea leaves were divided into seven samples, each sample approximately 600 g, and the specific experimental steps were as follows:



Step 1: Place the electronic scale on the test bench for leveling.



Step 2: Place the iron frame on the electronic scale and perform a zero adjustment. After reading that the electronic scale is stable, click “tare”.



Step 3: Place and spread the tea leaves evenly on the iron plate until the electronic scale shows approximately 600 g.



Step 4: Fix the dark box above the tea leaves sample to ensure that the dark box does not contact the electronic scale and the iron plate and adjust the camera focus until the image is clear.



Step 5: Set the control room to collect the weight of the tea leaves and an image of the tea leaves every 5 min.



Step 6: After 10 h of moisture content loss, take out the tea leaves and put them into an aluminum box.



Step 7: Preheat the electric thermostatic drying oven to 102 degrees, and then put the aluminum box into the electric thermostatic drying oven. After 4 h, take it out, weigh it, and record the data. Then, put the aluminum box into the electric thermostatic drying oven for 1 h, and weigh it until the aluminum box reaches a constant weight state. Finally, calculate the dry weight of the tea leaves.



In each experiment, 120 groups of tea leaves images and tea leaves weights were collected, and a total of 840 groups of tea leaves images and tea leaves weights were obtained. For a certain time, t, referring to the GB/T 8304-2013 standard in Chinese to measure the moisture content of the tea leaves, the moisture content of the tea leaves was calculated using Equation (4). From the calculation, it was shown that the moisture content of the tea leaves dropped from 78.48% to 53.14%, and the average moisture content decreased by 0.09% every 5 min, which enriched the labeling range of the tea leaves images. The obtained images and moisture contents were divided into the training set and the test set at a ratio of 4:1.


   W ( t )  =    G 1 ( t )  −  G 2     G 1 ( t )  −  G 3    × 100 %  



(4)







Here, G1(t) is the weight of the fresh tea leaves at time t, G2 is the dry tea leaves weight, G3 is the aluminum box weight, and W(t) is the moisture content of the tea leaves at time t.




4.2. Image Preprocessing


Image preprocessing was divided into feature extraction and data standardization. In this paper, the characteristic information of the tea leaves was extracted from the two aspects of color and texture, and the Z-score standardization method was used to standardize the data, which can make the mean value that is characteristic of the tea leaves 0 and the standard deviation 1 [17].



In terms of the color information, the collected tea leaves images were converted to RGB, LAB, and HSV color spaces for analysis. The RGB color mode is a color standard in the industry, which obtains various colors by changing the three color channels of red, green, and blue and superimposing them on each other; HSV is a color space created by Smith in 1978 based on the intuitive characteristics of colors, where H represents the hue of the color, S represents the saturation, and V represents the brightness; LAB is a color space formulated by CIE, which is insensitive to light noise and offsets the deficiencies of the RGB color space, where L is the pixel brightness, A represents the degree of red to green, and B represents a range from yellow to blue [18].



The texture information was extracted based on the gray-level co-occurrence matrix (CCM). We used m (mean), u2 (second-order moment), u3 (third-order moment), U (consistency), and e (entropy) to describe the texture information of the tea leaves [19]. The mean value describes the roughness of the tea leaves texture; the u2 and u3 describe the variance of the tea leaves’ pixels and reflect the local gray correlation of the tea leaves’ surface; the U refers to the uniformity of the tea leaves’ pixel distribution; and the entropy value describes the chaotic degree of the tea leaves image information and reflects the randomness of the pixels.



After extracting and standardizing the color features of the tea leaves images with different moisture contents, as shown in Figure 6a, as the moisture content of the tea leaves decreases, the color feature parameters change significantly, and the three values of RGB show a downward trend, resulting in a decrease in the overall brightness of the tea leaves images. The V and L parameters representing the brightness decrease, and the saturation, S, decreases. In Figure 6a, H and a gradually increased, while b gradually decreased, which means that the green component in the tea leaves image was decreasing, and the blue component was increasing. After the texture features were standardized, as shown in Figure 6b, the e first increased and then decreased, and the u2 first decreased and then increased. This shows that the tea leaves had a clear texture and large differences in the early stage of the moisture content reduction. In the later stage, the tea leaves surface was relatively uniform and smooth, and an overall decline in the m and U was indicated. The u3 first decreased and then increased, the skewness of the tea leaves color increased, and the overall color depth increased.




4.3. Dimensionality Reduction


The standardized feature information was subjected to dimensionality reduction in two different ways: Principal component analysis (PCA) and linear discriminant analysis (LDA); two different databases were constructed [20]. The PCA used orthogonal changes to linearly change the relevant variables in the dataset and finally projected a series of unrelated variables that are called principal components. A small number of principal components can not only represent the vast majority of the dataset but also reduce the dimensionality of the data [21].



On the other hand, the LDA, first proposed by Fisher, on the binary classification problem relied on the average value in the dimensionality reduction process. The main idea was to minimize the data of the same category and expand the data of different categories, compare with the PCA unsupervised learning method [22].




4.4. Model Accuracy Evaluation Index


For this paper, we selected the root mean square error (RMSE), the mean absolute error (MAE), and the coefficient of determination (R2) to evaluate the accuracy of the model, as shown in Equations (5)–(7). When the RMSE and MAE are smaller, the error between the predicted value of the model and the actual value is smaller. R2 primarily shows the degree of correlation between the predicted value and the actual value, and the higher the correlation, the higher the prediction accuracy of the model [23].


  R M S E =    1 m    ∑  i = 1  m     (    y ^    ( i )   −  y  ( i )   )  2       



(5)






  M A E =  1 m    ∑  i = 1  m        y ^    ( i )   −  y  ( i )        



(6)






   R 2  = 1 −     ∑  i = 1  m     (    y ^    ( i )   −  y  ( i )   )  2        ∑  i = 1  m     (    y ¯    ( i )   −  y  ( i )   )  2       



(7)







Here,      y ^    ( i )     is the model predicted sample moisture content,    y  ( i )     is the true moisture content of the sample, m is the number of samples, and      y ¯    ( i )     is the sample mean.





5. Construction of the Moisture Content Detection Model of Yinghong No. 9 Tea Leaves


The process of building the moisture content detection model for Yinghong No. 9 tea leaves is shown in Figure 7. After extracting the color and texture features of the Yinghong No. 9 tea leaves image, standardization and dimension reduction were carried out, and the dimensionality-reduced data were input into the BP neural network. The weights of the BP neural network were optimized using the optimization algorithm.



5.1. Improve the Neural Network Models


5.1.1. BP Neural Network


The calculation process for the BP is essentially the process of forward propagation and backpropagation. From a mathematical point of view, the three-layer neural network structure can be represented as the input layer, hidden layer, and output layer, which can fit any curve. The number of input neurons in this paper was determined by the input feature dimension, and the number of output neurons was determined by the moisture content. The number of neurons in the hidden layer determined the accuracy and complexity of the model. Too many neurons would cause the number of parameters to increase exponentially and reduce the computational efficiency of the model. Too few neurons would lead to poor model convergence and reduce the model’s performance. Referring to Kolmogorov’s theorem to determine the number of neurons using Equation (8) [24]:


  n =   0.43 k + 0.12 + 2.54 k + 0.77 + 0.35   + 0.51  



(8)




where k is the number of neurons and n is the number of dimensions entered (the neurons of the input layer).



The activation function adopted the Relu function, which can greatly speed up the training of the network, and then the gradient descent was used to update the weight parameters.




5.1.2. Genetic Algorithms and Particle Swarm Optimization


The BP neural network optimization algorithm adopted the genetic algorithm (GA) and particle swarm optimization (PSO), both of which were to make up for the deficiency of the BP neural network global search. The GA encoded the weights of the BP neural network as the initial population and calculated the fitness of the individual by setting the loss function to eliminate the individuals with poor performance [25]. The difference between the PSO and GA is that PSO is based on a bird flock search and adopts a strategy from the global to the local. During the initialization, each particle had a fitness value given by the fitness function and obtained an initial velocity. In the process of iteration, the particle’s velocity was adjusted according to its position and velocity. With the concentration of particles, the search range was from the global to the local to obtain the optimal value [26].






6. Results


6.1. Model Prediction and Evaluation


Two preprocessing methods and two optimization algorithms were cross-combined to build nine models, the epoch of the neural network was set to 300, and the batch size was 32. The training results are shown in Table 3. It can be seen from Table 3 that the effect of using the GA to optimize the neural network was better without any preprocessing method. When PCA and LDA were used for the data dimensionality reduction, the accuracy of the neural network model using the PSO algorithm improved instead. Comparing the two preprocessing methods, the robustness of the database constructed by PCA was higher. Compared with LDA, the R2 of the PCA was higher by 1.77%, the RMSE was reduced by 0.59%, and the MAE was reduced by 0.31%. When the PCA is compared with no preprocessing method, the R2 was higher by 4.36%, the RMSE decreased by 1.366%, and the MAE decreased by 0.39%.



The three models with the highest accuracy in the test set were selected for comparison, as shown in Figure 8, Figure 9 and Figure 10. It can be seen from the figure that the test data points mainly concentrated between 64% and 80%. Because the training data in this moisture content interval were higher, the fitting effect of the three models was the best in this interval. In general, the moisture content predicted by PCA-PSO-BP was closer to the real moisture content, and the prediction effect was better than other models. Locally, when the moisture content was less than 64%, the moisture content predicted by PCA-PSO-BP deviated seriously from the real moisture content; the moisture content predicted by the PCA-GA-BP model was relatively stable; and LDA-PSO-BP predicted that the moisture content was always greater than the real moisture content. When the moisture content was greater than 64%, the moisture content predicted by PCA-PSO-BP was more concentrated, but the other models were more dispersed.



When the cluster of moisture content data points in the test set was split at 64%, the prediction results of the three models on the test set are shown in Table 4 and Table 5. It can be seen from the table that the indexes of PCA-PSO-BP were better than the other models when the moisture content was greater than 64%. The MAE of PCA-GA-BP was higher than that of PCA-PSO-BP, but the overall accuracy was higher than that of PCA-PSO-BP when the moisture content was less than 64%. In this paper, an improved BP neural network model was constructed to combine PCA-GA-BP and PCA-PSO-BP and to predict the moisture content of the Yinghong No. 9 tea leaves.



In order to further reflect the advantages of the improved BP neural network model, it was compared with partial least squares (PLS) and support vector regression (SVR). The prediction effect on the test set is shown in Table 6. It can be seen from the various indicators that the improved BP neural network model was more suitable for the task of detecting the moisture content of the Yinghong No. 9 tea leaves.




6.2. Model Validation


In order to verify the robustness of the improved BP neural network model, the method in Section 4 was adopted to modify the interval time to 1 h and reacquire nine Yinghong images and moisture contents for verification. After 10 h of moisture loss, the real-time fresh weight and images of 10 groups of tea leaves were recorded. The test results showed that the moisture content of the tea leaves dropped from 73.68% to 60.27%, which was in line with the model for moisture content prediction. The improved BP neural network model, SVR model, and PLS model were used to predict the verification data, and the prediction effect is shown in Figure 11. Compared with the PLS model, the SVR model was closer to the real moisture content, but the fitting degree was still lower than the improved BP neural network model. The prediction indicators of each model are shown in Table 7. Compared with the SVR and PLS models, the improved BP neural network model had strong robustness that met the needs of moisture content detection for the Yinghong No. 9 tea leaves.





7. Conclusions


In this paper, we designed a moisture content detection system for Yinghong No. 9 tea leaves based on machine vision and used the improved BP neural network model to realize the rapid nondestructive detection of the moisture content of Yinghong No. 9 tea leaves. This method for the moisture content detection of Yinghong No. 9 tea leaves changed the traditional detection method and improved production efficiency.



The PCA and the LDA methods were used to preprocess the data, and the GA and PSO were employed to optimize the BP neural network. After cross-combining and comparing the nine models, it can be concluded that using the GA and PSO algorithms in the optimization algorithm can improve the accuracy of the BP neural network prediction of moisture content. In the preprocessing stage, PCA was more accurate than LDA in predicting the moisture content of the tea leaves. After selecting the three models with the highest accuracy in the test set for comparison, it was found that each index of PCA-PSO-BP was better than that of the other models when the moisture content was higher than 64%, and PCA-GA-BP had fewer outliers and higher accuracy when the moisture content was lower than 64%. Therefore, we combined PCA-GA-BP and PCA-PSO-BP to construct an improved BP neural network model and to predict the moisture content of the Yinghong No. 9 tea leaves.



On the test set, after comparing the improved BP neural network model and the PLS and SVR models, it was found that the improved BP neural network model was better than the PLS and SVR models in all indicators; therefore, the improved BP neural network model was more suitable for the Yinghong No. 9 tea leaves moisture content detection.



After verifying the improved BP neural network model, it was found that the model had strong robustness and high accuracy compared with PLS and SVR. Using the verification data, the model predicted that the R2 of the moisture content was 94.1073%, the RMSE was 1.1490%, and the MAE was 0.9982%, which met the actual production needs.



The moisture content detection system for Yinghong No. 9 tea leaves based on machine vision used the image recognition method to solve the problems brought by the traditional method of measuring moisture content, which has a positive and guiding significance for promoting smart tea factories.
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Figure 1. Composition of the Yinghong No. 9 tea leaves moisture content detection system. 
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Figure 2. Structural diagram of the Yinghong No. 9 tea leaves moisture content detection system: (a) dark room; (b) control room; (1) Camera; (2) Fan; (3) fingerprint recognition module; (4) buckle. 
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Figure 3. Yinghong No. 9 tea leaves moisture content detection prototype: (1) Control room; (2) dark room. 
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Figure 4. Flow chart of the Yinghong No. 9 tea leaves moisture content detection system. 
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Figure 5. The Yinghong No. 9 tea leaves moisture content test platform: (1) Iron frame; (2) camera mount; (3) camera; (4) LED; (5) electronic scale. 
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Figure 6. Relationship between the moisture content and image features: (a) Variation trend of the color features; (b) variation trend of the texture features. 
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Figure 7. Structure diagram of the moisture content detection model for Yinghong No. 9 tea leaves. 
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Figure 8. PCA-GA-BP model prediction scatter plot. 
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Figure 9. PCA-PSO-BP model prediction scatter plot. 
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Figure 10. LDA-PSO-BP model prediction scatter plot. 
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Figure 11. Comparison between the improved BP neural network model and the other models in the validation data. 
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Table 1. Main specifications of the camera.
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	Camera Parameter





	Sensor Type
	CMOS



	Resolution
	5472 × 3648 ppi



	Shutter Form
	Rolling shutter



	Dynamic Range
	65.5 dB



	Sensor Model
	SONY IMX183



	Signal–Noise Ration
	41.5 dB



	Camera Size
	2.4 × 2.4 μm



	Data Interface
	USB3.0
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Table 2. Main parameters of the lens.
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	Lens Parameter





	Focal Length
	12 mm



	Close-up
	0.1 m



	Number
	F2.8–F16



	Format
	1.1”



	Optical Distortion
	−1.79%



	Weight
	186 g
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Table 3. Predictions from different models.






Table 3. Predictions from different models.





	
Preprocessing

	
Model

	
Training Set

	
Test Set




	
R2 (%)

	
RMSE (%)

	
MAE (%)

	
R2 (%)

	
RMSE (%)

	
MAE (%)






	

	
GA-BP

	
95.0586

	
1.2387

	
0.8677

	
94.0175

	
1.3967

	
0.9435




	
BP

	
90.1135

	
1.7678

	
1.2290

	
89.6210

	
1.8458

	
1.2661




	
PSO-BP

	
92.6810

	
1.5107

	
1.1058

	
91.9585

	
1.6070

	
1.1687




	
PCA

	
GA-BP

	
96.7769

	
1.0307

	
0.7281

	
96.4092

	
1.1021

	
0.7658




	
BP

	
95.9545

	
1.1429

	
0.7222

	
94.6632

	
1.3474

	
0.8353




	
PSO-BP

	
97.7952

	
0.8373

	
0.5565

	
97.6152

	
0.9006

	
0.6005




	
LDA

	
GA-BP

	
96.0620

	
1.2328

	
0.9283

	
94.4255

	
1.5837

	
1.1858




	
BP

	
94.4418

	
1.1921

	
0.9231

	
93.6325

	
1.3112

	
1.0346




	
PSO-BP

	
96.2484

	
1.0149

	
0.8264

	
95.3036

	
1.1861

	
0.9263
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Table 4. Prediction results of the different models when the moisture content was greater than 64%.
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	Model
	R2 (%)
	RMSE (%)
	MAE (%)





	LDA-PSO-BP
	89.4566
	1.1442
	0.9116



	PCA-GA-BP
	89.0426
	1.1665
	0.7761



	PCA-PSO-BP
	93.7802
	0.8789
	0.5978
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Table 5. Prediction results of the different models when the moisture content was less than 64%.
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	Model
	R2 (%)
	RMSE (%)
	MAE (%)





	LDA-PSO-BP
	79.1789
	1.3003
	0.9691



	PCA-GA-BP
	90.2686
	0.8889
	0.7359



	PCA-PSO-BP
	88.6241
	0.9611
	0.6084
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Table 6. Improvements to the prediction effect of the BP neural network model and the other models.
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	Model
	R2 (%)
	RMSE (%)
	MAE (%)





	Improved BP neural network
	97.7094
	0.8814
	0.6332



	SVR
	74.3739
	2.6385
	1.7806



	PLS
	70.4768
	2.8412
	2.2902
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Table 7. Validation metrics for the different models.
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	Model
	R2 (%)
	RMSE (%)
	MAE (%)





	Improved BP neural network
	94.1073
	1.1490
	0.9982



	SVR
	65.9294
	1.9818
	1.8604



	PLS
	42.1799
	3.3023
	2.7059
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