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Abstract: In recent years, federated learning has been able to provide an effective solution for data
privacy protection, so it has been widely used in financial, medical, and other fields. However,
traditional federated learning still suffers from single-point server failure, which is a frequent issue
from the centralized server for global model aggregation. Additionally, it also lacks an incentive
mechanism, which leads to the insufficient contribution of local devices to global model training. In
this paper, we propose a blockchain-based decentralized federated learning method, named BD-FL,
to solve these problems. BD-FL combines blockchain and edge computing techniques to build a
decentralized federated learning system. An incentive mechanism is introduced to motivate local
devices to actively participate in federated learning model training. In order to minimize the cost of
model training, BD-FL designs a preference-based stable matching algorithm to bind local devices
with appropriate edge servers, which can reduce communication overhead. In addition, we propose
a reputation-based practical Byzantine fault tolerance (R-PBFT) algorithm to optimize the consensus
process of global model training in the blockchain. Experiment results show that BD-FL effectively
reduces the model training time by up to 34.9% compared with several baseline federated learning
methods. The R-PBFT algorithm can improve the training efficiency of BD-FL by 12.2%.

Keywords: decentralized federated learning; blockchain; edge computing; stable matching; consensus
algorithm

1. Introduction

With the development of new generation information technology such as mobile
internet, the number of mobile services and applications is growing exponentially, resulting
in the generation of massive amounts of data. It has been shown that there are data
security risks in well-known business associations [1]. User data are often stored in the
centralized cloud servers of an organization or enterprise and can be accessed without
privacy protection, which raises the risk of leakage of user-sensitive data [2]. Google took
the lead in proposing a federated learning method [3] to solve the collaborative training
problem of privacy protection so that private data can be safely used in a distributed
environment. Therefore, federated learning has received extensive attention and research
from industry and academia. However, federated learning has its own limitations [4]. It
relies on a single centralized server and is vulnerable to a single point of server failure.
Additionally, it lacks the incentive mechanism for local devices, which leads to the reduction
of the initiative of local devices to participate in the training of federated learning.

Blockchain is a decentralized and auditable ledger technique [5] that has become a
solution to replace vulnerable centralized servers in insecure environments. By combining
with blockchain, the decentralized federated learning method can be realized. However,
in the scenario of combined blockchain and federated learning, distributed servers usually
use cloud computing to transmit model data [4]. Since cloud servers are physically far
from local devices, which will further increase the delay of network data transmission [6],
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traditional cloud computing techniques will weaken the role of servers in supporting the
training process of federated learning models. Additionally, edge computing has become an
efficient computing paradigm that sinks computing and storage resources to the side close to
local devices [7,8]. Compared to cloud-based servers, edge servers are closer to local devices
and can respond to requests from local devices faster. Applying edge computing to federated
learning can further reduce the latency and energy consumption of model training.

However, when combining blockchain with federated learning in the edge computing
environment, it also faces the challenge of the high cost of network communication [9]. As
the number of local devices is large and keeps growing dramatically, local devices need to
effectively offload data and tasks to the appropriate server close to the edge side of the network,
optimizing the utilization of edge server resources and maximizing the system efficiency.
This requires efficient and stable matching between local devices and edge servers [10]. The
matching problem is affected by many factors, such as distance, network bandwidth, and
computing power [11]. These factors involve new techniques such as node localization [12],
and they need to be considered to reduce the overall system latency and energy consumption
in the edge computing environment. Meanwhile, as the core of blockchain technique, the
consensus algorithm plays a decisive role in the security and efficiency of blockchain [13–16].
In highly decentralized federated learning with blockchain, all local devices participating in
model training will also participate in the consensus process. The communication cost will
increase significantly, which is bound to increase the consensus time of the blockchain, thus
reducing the efficiency of model training.

To address the problems of centralization and lack of incentives in traditional federated
learning, this paper proposes a blockchain-based decentralized federated learning method
for edge computing environments, named BD-FL. By designing a stable matching algorithm
between local devices and edge servers and an optimized consensus algorithm, BD-FL can
effectively reduce the overall system delay and speed up the model training efficiency. This
paper makes the following contributions.

• We propose the BD-FL by combining blockchain with federated learning in the edge
computing environment. BD-FL uses the distributed characteristics of blockchain and
edge computing to solve the problem of a centralized server in that the local device
trains the local model and the edge server aggregates the global model. BD-FT also
introduces an incentive mechanism to encourage local devices to actively participate in
model training, increasing the number of samples and improving the model accuracy.

• We propose a preference-based stable matching algorithm in BD-FT, which binds
local devices to appropriate edge servers, improving the utilization of edge server
resources and reducing the delay of data transmission. We propose the R-PBFT
algorithm, which optimizes the network topology and the consistency protocol and
designs a dynamic reputation mechanism, reducing the communication overhead of
the blockchain consensus process and improving the model training efficiency.

• We performed extensive simulation experiments to evaluate the proposed BD-FL.
Experimental results show that BD-FL effectively reduces the model training time
by up to 19.7% and 34.9%, respectively, compared with several federated learning
methods with different matching algorithms and a state-of-the-art blockchain-based
federated learning method. The R-PBFT algorithm can reduce the communication
overhead of the consensus process and improve the training efficiency of BD-FL
by 12.2%.

The rest of this paper is organized as follows. Section 2 introduces related work.
Section 3 presents the methodology, including the system architecture, BD-FL, and R-PBFT.
Section 4 gives the experimental evaluation. Section 5 concludes this paper.

2. Related Work

A centralized network topology has more serious system security issues and higher
communication overhead compared with a decentralized distributed network topology.
Traditional federated learning adopts a centralized topology with a single centralized server
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responsible for aggregating the global model. As federated learning takes hold in real-life
production, the shortcomings of the centralized topology model have gradually become
apparent [17]. In practical applications, the centralized server will put huge pressure on
the network bandwidth overhead and also reduce the robustness of the system, which
will affect the model training process of federation learning once the server is maliciously
compromised. Blockchain is a distributed technique with decentralized characteristics and
incentive mechanism [5,18,19], which can effectively solve the above problems of traditional
federated learning. In addition, due to being tamper-proof and anonymous, blockchain can
guarantee data security. Therefore, a lot of work has been done on decentralized federated
learning methods using blockchain.

However, decentralized federated learning with blockchain still faces the challenge of
model training efficiency. Kim et al. [20] proposed a blockchain-based federated learning
architecture. The local device in this architecture updates the local model based on its
available data samples. The architecture uses blockchain to reward updates from local
devices, and the reward is proportional to the number of local data samples. This simple
reward scheme is not able to accurately reflect the magnitude of the contribution made by
the local device to the global model training. Weng et al. [21] designed a federated learning
scheme incorporating blockchain incentives. The scheme ensures system reliability by
rewarding honest local devices and punishing dishonest ones. They also introduced a
consensus protocol based on a committee mechanism, which participates in the consensus
process by randomly selecting nodes to form a committee. However, randomly selecting
committee nodes is almost negligibly close to a completely random scheme and is probably
not optimal. Local devices make significant contributions to the training of the federated
learning model, so it is important to reasonably reward local devices. Existing federated
learning incentive schemes generally agree that local devices should be fairly rewarded
based on the magnitude of their contribution to the model. Jia et al. [22] stated that the most
widely used scheme to evaluate the contribution size of local devices is Shapley values
(SVs). SVs can fairly distribute rewards for model training, and it is widely used in many
fields, such as economics, information theory, and machine learning. However, SV-based
reward schemes usually require exponential time to compute, and the computational cost
is prohibitive.

In the edge computing environment, the matching problem between local devices
and edge servers has an important impact on the data transmission delay and the overall
system efficiency. Hu et al. [23] proposed a matching method for mobile edge computing
and device-to-device communication environments. This method uses a game model to
solve the offloading problem of local devices. Each local device is regarded as a gamer,
and the offloading strategy is obtained through a mutual game to make the system reach
Nash equilibrium. Wu [24] proposed an intelligent scheduling matching scheme based on
a delayed acceptance algorithm. It combines the Hopfield neural network and the decision
tree model and quantifies the assignment scheduling problem into a matching optimization
problem by defining the cost coefficient between tasks and equipment. Lu et al. [25]
proposed an asynchronous greedy matching algorithm, which builds a preference list of
both parties based on the utility value between the cooperative node and the requesting
node, and uses the greedy strategy for stable matching. The existing related research mainly
solves the one-to-one or N-to-N matching problem, and there is less research on stable
matching between M devices and N servers in the edge computing environment.

The consensus algorithm, as one of the core ideas of blockchain, can ensure the proper
operation of the blockchain, but it has an important impact on communication overhead and
model training efficiency. The most commonly used consensus algorithms are proof of stake
(PoS) [13], proof of work (PoW) [14], delegated proof of stake (DPoS) [15], and practical
Byzantine fault tolerance (PBFT) [16]. The PBFT algorithm is widely used in distributed
architectures, but it still suffers from high communication overhead and low reliability of
master nodes. Numerous solutions have emerged to address the shortcomings of PBFT.
Castro et al. [26] improved the transaction throughput of PBFT by caching blocks, but their
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method does not perform well on the delay of the consensus process. Zhang et al. [8] made
the certificate and other information of blocks clear in time without communication between
nodes according to the timestamp in the blockchain, but this method does not consider the
optimization of the PBFT consistency protocol. Zheng et al. [27] combined DPoS and PBFT
to make the algorithm with dynamic authorization, but the limited bandwidth still reduces
the transaction throughput of the algorithm. On the other hand, some studies are dedicated
to reducing the time complexity of PBFT. Ma et al. [28] proposed a scheme to verify the
consistency of asynchronous Byzantine nodes through a stochastic prediction model. This
scheme randomly selects one of the multi-node proposals in each round of consensus and
uses the threshold signature algorithm to reduce the communication cost of each round
of consensus to O

(
n2). However, the random selection method of this scheme may cause

security problems. Gao et al. [29] proposed a scalable Byzantine algorithm (FastBFT)
that introduces a tree data structure to achieve the optimal time complexity of O(nlogn).
However, in the worst case, the time complexity of FastBFT is still O

(
n2). Liu et al. [30]

improved the consensus efficiency by caching blocks and smart contract techniques, but
without reducing the time complexity of PBFT. Wang et al. [31] proposed a PBFT algorithm
based on randomly selected collectors. It can reduce the communication cost to a linear
level, but if the selected collector is malicious, the communication cost of the algorithm will
rise sharply. However, these consensus algorithms are not applicable to real blockchain
and edge computing application scenarios, and still have high computational complexity.

In this work, we present BD-FL to solve the single node failure and network communi-
cation overhead problems of centralized federated learning. BD-FL introduces an incentive
mechanism to increase the contribution of local devices to global model training. We also
propose a stable matching algorithm and the R-PBFT algorithm to reduce the number of
nodes participating in communication and consensus, which reduces the system delay and
improves the model training efficiency.

3. Methodology
3.1. System Architecture

To implement blockchain-based decentralized federated learning, we first designed
the system architecture. Figure 1 shows the architecture of BD-FL, which mainly includes
the demand release module, aggregation module, training module, and verification module.
Since the nodes participating in the consensus in BD-FL are only a limited number of edge
servers, the alliance chain is selected as the implementation platform of the architecture.

The demand release module is mainly composed of model demanders, whose main
role is to release the demand task and pay the model training fee and the verification fee.
After the model demander pays the fee and provides the initial model data, the system
will send the relevant information of the initial model to each edge server for download
by local devices. The aggregation module is mainly composed of edge servers that are
close to local devices or data sources, such as base stations with certain computing and
storage capabilities. It will save the gradient parameters of the local model, and other
block data uploaded by local devices, and aggregate the global model on edge servers. It
will also verify the accuracy of the uploaded gradient parameters and prevent dishonest
local devices from maliciously providing wrong information. In the consensus process of
blockchain, the local device will not participate, and the edge servers of the aggregation
module will participate in the consensus to reduce the system communication delay. The
training module is mainly composed of local devices, and its main role is to train local
models using local data samples. In the model training, the system will bind local devices
with edge servers according to our proposed matching algorithm. The local device will
only upload the local model parameters to its bound edge server and only download the
global model from its bound edge server. The verification module is also composed of
some local devices. In each round of global model aggregation, the edge server sends the
received local model gradient parameters uploaded by the local device to the verification
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device, which uses its own dataset to verify the quality of the local model, and returns the
results to its bound edge server.

sever1

sever2 sever5

sever3 sever4

store block data

global model 

aggregation

matching 

algorithm

consensus 

mechanism

Aggregation module

tasks

fees

model

data

Demand release module

device 2 device 1 device 3

device 4

Verification moduleTraining module

sample data
local model

parameters

verification results

Figure 1. Architecture diagram of the decentralized federated learning.

3.2. Incentive Mechanism

In order to effectively promote local devices to participate in model training and
verification, BD-FL has designed an incentive mechanism. During each round of training,
the system will store the verification results returned by the verification device, the number
of samples uploaded by the training device, and the training time of the device in the block.
After a round of global model aggregation, the system will read the data saved on the block,
calculate the reward of each training device according to the incentive mechanism, and
send it to each local device.

The incentive mechanism gives corresponding rewards or punishments according to
the contribution of local devices to model training. During the federated learning process,
in order to ensure that the verification devices can give honest reports, their verification
results can be re-verified by other devices, and dishonest validation behaviors will be
punished. At the same time, in order to improve the fairness of reward distribution, the
system will allocate the training fee according to the size of contribution made by each
training device. The incentive mechanism introduces two metrics to calculate the final
profit of the training device.

The first is the number of data samples owned by the training device. Devices with
more data samples contribute more to global training, take longer time to train local models,
and cost more. The second one is the accuracy of the model corresponding to the gradient
parameters uploaded by the training device. The edge server verifies the model accuracy
of the training device using the dataset of the verification device and returns the results to
the edge server. An accuracy threshold T is introduced as a standard to measure whether
the local model parameters of the training devices are qualified.

The system assigns the training fee S by scoring each training device. The score
is related to the training time of the local device (denoted as trainTime) and the accu-
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racy of the uploaded local model parameters (denoted as accValue). It is calculated by
Equation (1), where α and β are the score coefficients, and the sum of them is 1.

S =

{
α ∗ trainTime + β ∗ accValue

α + β = 1 (0 < α, β < 1)
. (1)

Equation (2) gives the calculation of the training reward Rk
train that an honest training

device (device number is denoted as k) should receive in a training round, where m is the
number of training devices, and PFLM is the total cost of the model, which is paid to the
public account of the system when the demander releases the task.

Rk
train =


0 (accValue < T)

PFLM ∗
(

Sk/
m
∑

i=1
Si

)
(accValue ≥ T) . (2)

3.3. Preference-Based Stable Matching Algorithm

Since local devices need to transmit a large amount of data to edge servers, the network
quality, the transmission distance between nodes, the server throughput, and other factors
will largely affect the overall delay and energy consumption of the system. We design a
preference-based stable matching algorithm in BD-FL, which considers the above factors
that affect data transmission, so as to achieve the optimal matching and binding between
local devices and edge servers.

In the network environment, local devices and edge servers are abstracted into two
sets, which are, respectively, denoted by the set of local devices K = {k1, k2, . . . , km} and the
set of edge servers S = {s1, s2, . . . , sn}. For each k ∈ K, it has a matching request, denoted
as Equation (3),

Qk = (Dk, In f ok), (3)

where Dk represents the data of uplink communication that local device k uploads to the
edge server, mainly including information such as local model parameters, version number,
local iteration time, etc.; In f ok represents the state information of local device k, such as
bandwidth, physical location, etc.

The uplink communication rate vks determines the data transmission delay, which is
expressed as Equation (4) according to [32],

vks = bandk ∗ log2

(
1 +

pk ∗ gks
N0

)
, (4)

where bandk represents the channel bandwidth allocated to the local device k, pk represents
the transmit power of k, gks represents the channel gain between k and the edge server s,
and N0 represents the noise power of s.

According to [32], the network distance between nodes is related to the channel
bandwidth. It reflects the actual distance and network condition between local devices and
edge servers. Assuming that physk and physs are the physical nodes corresponding to the
local device and the edge server, respectively, the network distance distNodeks between
them is defined as Equation (5),

distNodeks =
bandaver

(bandk + bands)/2
∗ distPhysks , (5)

where distPhysks represents the actual distance between physk and physs, which has a
certain influence on the reliability of data transmission and the network latency, bandaver
represents the average bandwidth between them, and bandk and bands represent the actual
bandwidths of physk and physs.
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Equations (6) and (7) express the upload time and the upload energy consumption,
respectively, after local device k and edge server s are bound.

Tks =
Dk
vks

, (6)

Eks = pk ∗ Tks = pk ∗
Dk
vks

. (7)

We use the sum of weighted energy consumption and weighted delay, denoted as wk,
as the cost function of k, which is expressed by Equation (8),

ωk = µe
k ∗ Ek + µt

k ∗ Tk , (8)

where µe
k, µt

k ∈ [0, 1], µe
k + µt

k = 1, µe
k and µt

k, represent the energy consumption weight
and the delay weight of k, respectively. A larger µe

k indicates a higher priority of energy
consumption, and a larger µt

k indicates a higher priority of latency, and vice versa. The
priority of energy consumption and delay of the local device can be adjusted by modifying
the value of µ.

We define a coefficient matrix W to represent the cost relationship between local
devices and edge servers. It is expressed by Equation (9), where wks denotes the cost when
device k is bound to server s, and its value can be calculated by Equation (8).

W = (ωks)m∗n =


ω11 ω12 . . . ω1n
ω21 ω22 . . . ω2n
. . . . . . . . . . . .

ωm1 ωm2 . . . ωmn

 . (9)

We also define an assignment matrix X to represent the matching relationship between
local devices and edge servers. It is expressed by Equation (10), where xks denotes the
matching relationship between device k and server s, and xks = 1 means k is bound to s,
otherwise, k is not bound to s.

X = (xks)m∗n =


x11 x12 . . . x1n
x21 x22 . . . x2n
. . . . . . . . . . . .
xm1 xm2 . . . xmn

 . (10)

The goal of the matching algorithm is to minimize of the total cost of model training,
while also satisfying the constraint that the total number of local devices bound to edge
server s cannot exceed its maximum number of device bindings. Therefore, we derive the
optimization objective function, which is expressed by Equation (11).

min obj =
m

∑
k=1

n

∑
s=1

ωks∗xks , (xks = 0 or 1) . (11)

We propose a preference-based stable matching algorithm to solve the optimization
objective function of cost minimization. Each local device k will establish a preference list of
matching degrees for all edge servers. We use a binary (k, s) to represent a match between
device k and edge server s. Equation (12) gives the preference function of k for s, and P(k,s)
represents the matching degree of (k, s). Equation (13) is the preference list of k, i.e., Γk. The
matches are sorted in descending order of matching degree, that is, the higher the match in
the list, the higher the preference.

P(k,s) = ηEks + (1− η)Tks , (12)
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Γk = [P(k,s), ∀s ∈ S]. (13)

Similarly, each edge server s will establish a matching preference list for all local
devices, i.e., Γs, according to the preference function P(s,k). We only consider the strict
partial order, that is, a local device will not have the same matching degree with two
edge servers.

The local device tends to match the edge server with the highest matching degree,
and the edge server also tends to bind to the local device with the highest matching degree.
However, in the matching process, we can only pay more attention to the needs of one
side. In order to make the local device have a better experience in the training process, the
matching algorithm should meet the needs of the local device as much as possible, that is,
the local device has priority to match.

Algorithm 1 describes the preference-based stable matching algorithm. All local
devices and edge servers are initialized as unmatched. Then, all devices and servers
broadcast their status information to each other, and each device and server establishes
its preference lists. Each local device k sends a matching request to the edge server with
the highest matching degree according to its Γk. If the request is rejected, it sends the
matching request to other edge servers again according to their preference lists. Each edge
server first places all devices that it receives the matching request into its match list. If
the number of devices in the match list is greater than its maximum binding number, the
edge server will pre-enroll devices according to its preference list from front to back, and
reject the devices with low matching degrees in its Γs until the number of devices in the
match list equals its maximum binding number. If the number of local devices in the match
list is less than the maximum binding number, all devices are reserved. Each edge server
repeats updating its match list until all local devices are in the match lists of edge servers.
The output matches of the algorithm are Pareto optimal [33]. The time complexity of the
algorithm is O(nm) + O(n + m).

Algorithm 1 Preference-based stable matching algorithm.

Input: local device set K, edge server set S, maximum binding number of the server Ls.
Output: match list of edge servers Ns.

1: All items in K and S are initialized as unmatched;
2: All devices and servers broadcast their status information to each other;
3: Each k and s establish the preference lists Γk and Γs;
4: i = 0, Ns = ∅, Nk = K; //Nk is an unmatched device list
5: while | Nk |> 0 do
6: for k ∈ Nk do
7: i = i + 1; //k sends a matching request to the edge server with the highest

matching degree in its Γk
8: k sends Qk to si in its Γk;
9: Ns = Ns

⋃
k;

10: Nk = Nk − k;
11: end for
12: for s ∈ Ns do
13: while Ns > Ls do
14: //k′ is the device with lowest matching degree in its Γs
15: k′ = argmink∈Ns Γs;
16: Ns = Ns − k′;
17: Nk = Nk

⋃
k′;

18: end while
19: end for
20: end while
21: return Ns;
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3.4. R-PBFT Consensus Algorithm

To improve the model training efficiency of BD-FL, we propose a reputation-based
practical Byzantine fault tolerance (R-PBFT) consensus algorithm. In the BD-FL environ-
ment, due to the large number of nodes, the traditional PBFT algorithm will lead to a sharp
increase in communication cost and network bandwidth consumption in the consensus
process, which is easy to cause network congestion and increase the delay of model train-
ing. In addition, the master node election in PBFT adopts the modulus calculation, which
cannot guarantee the optimal master node of the election, thus affecting the consistency
and reducing the reliability and security of the system.

The R-PBFT consensus algorithm combines the characteristics of BD-FL and designs
the following improvements to solve the shortcomings of traditional PBFT for BD-FL.

• Remove the client node. In the traditional PBFT algorithm, the request phase and the
reply phase occur between the client and the master nodes. However, in the blockchain
structure, information is broadcast between nodes in the form of P2P, without the
participation of the client. Therefore, we remove the request and reply phases of
the client node in the consistency protocol, modify the C/S structure of PBFT to a
distributed topology, and divide all nodes into master and slave nodes.

• Optimize the consistency protocol. The five phases of consensus in PBFT are changed
to three phases, including the pre-preparation phase, preparation phase, and confirma-
tion phase. In the pre-preparation phase, the master node broadcasts blocks to other
slave nodes. In the preparation phase, the slave node broadcasts the block verification
results to other slave nodes and master nodes. In the confirmation phase, traditional
PBFT requires mutual interaction between nodes. We simplify it as all slave nodes
send verification results to the master node, and the master node makes a decision on
the consensus results, thus reducing the communication overhead of consensus.

• Introduce reputation mechanism. The main purpose of the reputation mechanism is to
make the nodes with high reliability easier to be elected as the master node. Each node
will be divided into different reputation levels according to the reputation value, and
then each node will be rewarded or punished based on its performance in each round
of consensus. According to a preset reputation threshold, nodes can be dynamically
transformed in different reputation levels.

When the current round of consensus is completed, the system performs the reputation
mechanism to assign each node to different reputation levels according to the reputation
value and then selects the node with the highest score among the trusted nodes as the
master node for the next round of consensus. Figure 2 shows the execution flow of a round
of consensus, where P denotes the master node and S denotes the slave node.

According to the reputation value R of each node, the reputation mechanism divides
it into three different reputation levels, namely trusted node, normal node, and unreliable
node. R is a real number between 0 and 1, and its size reflects the reliability of the node.
For the trusted node, the range of R is (0.8,1], and the node of this level generated valid
blocks multiple times. For the normal node, the range of R is (0.3,0.8], and the node of
this level generated unqualified blocks, but less often. For the unreliable nodes, the range
of R is [0,0.3], and the node of this level generated unqualified blocks many times. The
unreliable node will not participate in the election of the master node and the consensus
process of the blockchain and only saves block data.

Each node updates its R according to the following rules after a consensus, so as to
dynamically transform in different reputation levels. (1) The R of the node will be increased
by 0.01 for each successful consensus participation. (2) If the master node successfully
generates a valid block, its R will be increased by 0.02. However, if the master node fails or
is identified as a malicious node, its R will be deducted by 0.2, and it will be immediately
removed from the trusted node. (3) The slave node that correctly overthrows the malicious
master node will increase its R by 0.02.
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Figure 2. Execution flow of a round of consensus.

The initialization of reputation value is mainly divided into two cases. For the initial
nodes of the system, the comprehensive strength of these nodes, such as computing power
and network bandwidth, is used as the basis for initializing their reputation values. For
the newly added node, other nodes vote to get its initial reputation value according to the
comprehensive strength of the new node. Figure 3 shows the dynamic reputation level
transformation of nodes.

Initial node

New 

node

Unreliable node

Reputation reward

0.3<R≤0.8

Reputation reward

0.8<R≤1

Reputation penalty

0≤R≤0.3 

Reputation penalty

0.3<R≤0.8

initialization

Normal node Trusted node

Figure 3. Dynamic reputation level transformation diagram of nodes.

On the one hand, the reputation mechanism can ensure the fairness of R-PBFT. Honest
nodes will be rewarded, while malicious nodes will be punished for dishonesty. On the
other hand, it can ensure the reliability of R-PBFT and remove malicious nodes in the
blockchain network to avoid affecting the security of the system.

3.5. Training of BD-FL

Algorithm 2 describes the training process of the BD-FL. Assuming that the model
needs r times of iterative training to reach convergence, the total time complexity of BD-FL
is O(n2) + O(nm) + O(n + m) + O(1).
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Algorithm 2 BD-FL training.

Input: local device set K, edge server set S, model demander MQ.
Output: global aggregation model M.

1: Initialization of K and MQ;
2: MQ releases task;
3: for k ∈ K do
4: calculate the matching degree with all edge servers;
5: bind with a edge server according to the proposed matching algorithm;
6: end for
7: while the cost of global model is greater than the set threshold do
8: for k ∈ K do
9: download global model M;

10: train M using local data set;
11: upload local model parameters, training time, and other information to its bound

server after training;
12: end for
13: for s ∈ S do
14: use verification device to verify the authenticity of uploaded data and the accuracy

of local model parameters;
15: calculate the scores of local devices according to the incentive mechanism;
16: if it is a master node then
17: participate in the consensus process;
18: aggregate all local model parameters and update M;
19: store the global aggregation information, transaction information, scores, and

etc. into blocks and broadcast in the blockchain;
20: update the reputation value according to R-PBFT;
21: else
22: participate in the consensus process or not according to R-PBFT;
23: receive M from the master node;
24: notify local devices to download M after consensus;
25: update the reputation value;
26: end if
27: end for
28: end while
29: return M;

4. Experiments and Results
4.1. Experiment Setting

We built a simulation experiment environment on an Intel(R) Xeon(R) server with two
Gold 6248 processors @ 2.50 GHz (Intel Corporation, Santa Clara, CA, USA). We used Java
version 1.8 to implement edge servers and the blockchain system, and Python version 3.7
to implement the local device environment. The local device communicates with the edge
server through Socket. In the simulation environment, local devices are distributed within
the coverage range of a 250 m radius of each edge server. The channel gain between them
is modeled as 30.6 + 36.7log10(distNodeks) dB using the block fading model. Table 1 shows
the simulation parameter settings.

Table 1. Simulation parameter settings.

Simulation Parameters Value

Network Bandwidth 20 MHz
Shooting Power pk 200 mW

Power Spectral Density −95 dbm/Hz
Uplink Data Size Dk [3000, 4000] kb

µ, η 0.5,0.5



Appl. Sci. 2023, 13, 1677 12 of 17

We use the ResNet18 implemented by PyTorch as the federated learning network
model, and the dataset is CIFAR-10. In experiments, the CIFAR-10 dataset will be randomly
divided into multiple copies with different sizes. The local device will randomly obtain
one copy as the local data sample.

4.2. Evaluation of BD-FL

Since the proposed preference-based stable matching algorithm plays an important
role in BD-FL to minimize the model cost and reduce the system delay, we first conducted a
set of experiments to evaluate the stable matching algorithm. We designed three matching
algorithms as the baseline, i.e., the local device first greedy algorithm (DFG), the edge server
first greedy algorithm (SFG), and the random matching algorithm (RMA), and applied
them to BD-FL for comparison experiments.

For DFG, each local device sends a matching request to the edge server according
to its preference list. If the candidate list of the edge server does not reach the maximum
number of bindings, the device binds with the server directly, otherwise, it continues to
send requests to other servers. For SFG, each edge server sends a matching request to the
local device according to its preference list. If the local device is unbound, the server binds
with the device directly, otherwise, it continues to send requests to other local devices.
For RMA, the local device and the edge server randomly send matching requests to each
other. If both parties are unbound, they can bind directly, otherwise, they continue to send
requests to other unbound devices or servers.

Figure 4 shows the total system costs of the four matching algorithms with different
numbers of nodes. As RMA is a pure random matching algorithm without considering
any factors that affect the matching result, it has the highest system cost. The costs of DFG
and SFG are also higher than that of the stable matching algorithm. Because they only
consider the one-side cost function of the local device or the edge server as the minimization
objective, they cannot achieve the overall optimization of the system cost. In contrast, the
preference-based stable matching algorithm designs the corresponding preference functions
of local devices and edge servers by considering various influencing factors, therefore, both
parties are able to match and bind efficiently. The stable matching algorithm achieves the
minimum system cost, which reduces the cost by 34.9%, 43.6%, and 69.9% compared to
DFG, SFG, and RMA, respectively, on average.

Figure 4. System costs of 4 matching algorithms with different numbers of nodes.

We also counted the number of unstable matches of DFG, SFG, and RMA, which is
shown in Figure 5. It can be seen that the number of unstable matches in these algorithms
increases with the number of nodes. Due to the randomness of RMA, the number of
unstable matches is the largest. DFG and SFG also have multiple unstable matches. The
result of unstable matches is consistent with the result of system costs in Figure 4, and the
reason is the same. For the stable matching algorithm, the number of unstable matches is
always 0, even if the number of nodes in BD-FL increases.
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Figure 5. Number of unstable matches of DFG, SFG, and RMA.

To evaluate the model training time of BD-FL with the four matching algorithms, we
set the number of edge servers to 4 and the number of local devices to 20 to build the
simulation environment. In order to eliminate the influence of the consensus algorithm, all
BD-FL models adopt traditional PBFT for blockchain consensus. Figure 6 shows the results
of model training time. It can be seen that the training time of BD-FL models with DFG,
SFG, and RMA is longer than that of the stable matching algorithm. This is because DFG
and SFG only consider the single-side matching on local devices or edge servers, and RMA
binds devices to servers in a random way, they cannot achieve the optimal stable matching.
According to Figure 5, there are unstable matches in DFG, SFG, and RMA, which will
increase the communication delay, and thus lead to a longer total time of model training.
On the contrary, BD-FL uses the stable matching algorithm on both sides of the device and
the server to utilize the computing resources and minimize the system communication cost.
Compared with DFG, SFG, and RMA, the stable matching algorithm reduces the training
time of BD-FL by 10.0%, 12.5%, and 19.7%, respectively, for 15 rounds of training. The
result of model training is consistent with that of system cost and unstable matches.

Figure 6. Model training time with different algorithms.

In order to better evaluate the performance of BD-FL, we chose a state-of-the-art
blockchain-based federated learning method [17], named FLChain, for comparison. FLChain
also applies blockchain techniques to federated learning. However, the nodes in the
blockchain are composed of entities registered in FLChain, and all local devices participate
in the consensus process of the blockchain.

In the comparison experiments, we set two configurations for BD-FL. In the first
configuration, 20 local devices are bound to 4 edge servers in the BD-FL with the stable
matching algorithm, denoted as BD-FL1. Additionally, in the second configuration, 20 local
devices are bound to 10 edge servers, denoted as BD-FL2. For the network environment of
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FLChain, we set 20 local devices and 4 edge servers. The 10 local devices are not bound to
edge servers in FlChain for consensus. Figure 7 shows the comparison results of model
training time. It can be seen that as the number of global training rounds increases, the
training time of all methods grows, but the training time of FLChain grows significantly and
is the longest. This is because the more nodes participating in the blockchain consensus, the
longer the communication time, and ultimately the longer the model training time. FLChain
does not optimize the blockchain consensus process, and all nodes need to participate
in consensus, causing a higher communication cost and thus a longer training time. All
20 local devices in FLChain participate in the consensus process, while the numbers of nodes
participating in the consensus in BD-FL1 and BD-FL2 are 4 and 10. Therefore, BD-FL1 is the
most efficient in the consensus process among these three methods. Experimental results
show that BD-FL1 and BD-FL2 reduce the training time by 34.9% and 27.0%, respectively,
over FLChain for 150 rounds of global model training.

BD-FL1
BD-FL2
FLChain

Number of training rounds
Figure 7. Model training time with different methods.

4.3. Evaluation of R-PBFT

To evaluate the performance of BD-FL with R-PBFT, we compared this method to the
BD-FL with PBFT that applies the traditional PBFT algorithm to the consensus process of
blockchain. In the experiments, BD-FL uses 20 local devices to bind with 4 edge servers
according to the stable matching algorithm for both methods. Figure 8 shows the global
model training time of these two methods over different numbers of training rounds. It
can be seen that as the number of training rounds increases, the training time of the two
methods grows, and the BD-FL with R-PBFT consumes significantly less time than the BD-
FL with PBFT. This is due to the fact that R-PBFT streamlines the consistency protocol and
eliminates the client nodes to optimize the traditional PBFT for the decentralized federated
learning system in the edge computing environment. Thus, R-PBFT can effectively reduce
the communication overhead of consensus and improve the global model training efficiency
compared to the traditional PBFT. Meanwhile, R-PBFT can better guarantee the security
of the system by introducing the reputation mechanism. In the experiments, BD-FL with
R-PBFT reduces the training time by 12.2% compared with BD-FL with PBFT for 150 rounds
of global model training.
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BD-FL with R-PBFT
BD-FL with PBFT

Number of training rounds
Figure 8. Model training time with different consensus algorithms.

5. Conclusions

In this paper, we mainly proposed a blockchain-based decentralized federated learning
method for the edge computing environment. The proposed method joins all edge servers
into the blockchain system, and the edge server nodes that obtain bookkeeping rights
aggregate the global model to solve the centralization problem of federated learning caused
by a single point of failure. In this method, we introduced an incentive mechanism to
promote local devices to contribute data samples for model training. To further enhance
the system efficiency, we proposed a preference-based stable matching algorithm to bind
local devices with appropriate edge servers. For the consensus process of blockchain, we
optimized the PBFT algorithm to reduce the communication overhead and enhance the
system security, which improves the model training efficiency. Experimental results verified
the effectiveness of the proposed method in communication overhead, system delay, and
model training efficiency.

In the blockchain consensus process of the proposed method, the information broad-
cast between edge server nodes is not encrypted, which may lead to the disclosure of
local model parameter information of the local models. Avoiding information leak-
age and improving system security in the consensus process will be one of our future
research directions.
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