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Abstract: The goal of an email service provider company is to send out a large number of emails to
help its clients realise successful email marketing activities. Thousands of emails sent every minute
need to be analysed in real time to reduce spam or phishing. The paper describes a method that uses
real-time tracking of key campaign metrics such as the opens count, clicks count, hard bounces count,
etc., to identify campaigns that should be stopped because they can be classified as spam or phishing.
The key point of this solution is that we do not analyse email content. Nevertheless, the proposed
neural networks are highly effective—the F1-score is above 0.95 for any used sample. Furthermore,
the approach allows us to use the same model regardless of the language of an email. The method
was developed and verified in collaboration with Freshmail, a leading provider of email marketing
services in Poland. Validation of the method on real data provided by the company confirmed
its high effectiveness.

Keywords: spam and phishing detection; artificial neural networks; email campaign metrics;
transaction emails

1. Introduction

An email service provider (ESP) is a technology company that makes it easier for
people to build a database of subscribers and send email campaigns to a list of subscribers.
An ESP is fundamental to successful email marketing activities, as it both sends emails
and tracks key campaign metrics. The effectiveness of the emails sent also depends on the
credibility of the ESP company. The use of an ESP system must be carried out in accordance
with the provisions of applicable law and the generally accepted principles of commercial
Internet activities. In particular, the ESP company must ensure that emails sent are not
considered spam or phishing [1–4]. Of course, part of the security is the regulations that
customers must follow, such as the Anti-Spam Policy. However, such solutions do not
guarantee that a client will not try to send out a campaign that is bad , i.e., it is spam or
phishing. This means that it is necessary to use AI tools that will automatically analyse
emails in real time and detect situations that are undesirable from the point of view of the
company’s credibility. In addition, such activities can significantly reduce the amount of
spam or phishing that reaches recipients’ inboxes. On the other hand, such methods must
not block emails sent without sufficient reasons [5,6]. After all, an ESP company’s goal is to
deliver emails to recipients efficiently.

Most spam detection methods involve analysing the content of the message being
sent [7–9]. These methods usually analyse words, the occurrence, and distributions of
words and phrases in the content of emails. If the content of an email is graphic, additional
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optical recognition of the text embedded in the graphics is required [10,11]. Moreover,
links placed inside an email are analysed to detect those that may be dangerous to the
user if clicked [12–14]. We can apply a shallow links analysis [15,16], which is largely
concerned with the statistical characteristics of links, such as the number of letters, digits,
words, underscores, etc., as well as a deep analysis, which allows us to see where the link
leads, even if there are redirects along the way. An additional problem is the language
version of the email being sent. If the client sends emails in different languages, the
problem of analysing the content for spam recognition is even more complex [17,18]. All
of these elements make the analysis of thousands of emails sent every minute extremely
complex and require significant hardware resources on the ESP’s side. The goal of the work
presented in this article was to attempt to develop a method that does not directly use
the content of an email. The features used in the machine learning process relate to the
technical aspects of the campaign that is being sent such as the opens count, clicks count,
hard bounces count, etc. It turns out that an ESP company can very successfully using
real-time tracking of key campaign metrics to identify campaigns that should be stopped.
Since this method does not analyse the content of the email, it works regardless of the
language of the emails sent.

The presented solution was developed as part of the SendGuard project led by the
FreshMail company. The project is founded by The National Centre for Research and De-
velopment, Poland. All computational experiments were performed on real data collected
by FreshMail, and the developed solutions will be deployed in the company.

The main contributions of the paper can be summarised as follows:

• Based on the analysis of data collected by Freshmail, we proposed sets of features that
are sufficient to analyse the technical aspects of sending campaign and transactional
emails;

• We developed methods for labelling large data sets automatically;
• We defined artificial neural networks models and proved that they are highly effec-

tive (the F1-score was above 0.95 for any used sample) using real data collected by
the company.

The paper is organised as follows. In Section 2, we describe the overall schema of the
data processing system in the company. Section 3 describes the data sets with which we
work. Artificial Neural Networks (ANN) models and the results of their application are
described in Section 4. Some conclusions are provided in Section 5.

2. Data Processing and Analysis System

FreshMail is an Email Service Provider (ESP). The company implements all necessary
software to send a huge amount of email every day. FreshMail sends emails in two major
categories: marketing emails as well as transaction emails. Custom software used to send
emails is built with PHP and Python. As a Message Transfer Agent (MTA), Freshmail
uses a cluster of MailerQ instances. MailerQ gathers response information from email
receiving servers (such as Gmail, Yahoo, Wp, Onet, etc.). FreshMail provides a custom
application that tracks events generated by end users (subscribers) such as email open, link
click, unsubscribe, abuse reports, etc. All data are transferred through message brokers
built with Redis, RabbitMQ, and Kafka and then gathered in several FreshMail databases
and big data storage facilities. Data are stored in Percona Server (an OLTP database) and
ElasticSearch clusters (for observability and data analysis). All data are also gathered in a
FreshMail Big Data Cluster built with the Hadoop technology. Using the Apache Spark
and Kafka, the data are processed and analyzed in real-time and sent to the ClickHouse
database (column base OLAP SQL database). Most of the experiments conducted in the
SendGuard project use data from the ClickHouse database. The details of the datasets are
described in the next section. The FreshMail infrastructure is depicted in Figure 1.
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Figure 1. Freshmail data processing infrastructure.

3. Data Sets

As it was mentioned, the emails sent by FreshMail can generally be divided into two
groups, campaigns and transactions. The former group concerns sending email campaigns;
i.e., the same email, except for minor details such as the recipient’s name, is sent to a group
of recipients (list of subscribers). Depending on the size of the subscriber list, sending a
campaign can take between a few seconds and several dozen minutes. If during the sending
process, which lasts at least several minutes, undesirable phenomena are observed, it is
possible to terminate the process. The latter group concerns sending single emails related
to account activity or a commercial transaction, e.g., password resets, delivery information,
and receipts. In this case, we cannot stop sending a single email, but we can block the client
(sender) if undesirable phenomena are observed.

Regardless of which type of email we are dealing with, the system collects some tech-
nical information (statistics) about the emails sent, which are shown in Table 1. Each of
these statistics can refer to a single transaction email, an entire campaign, or a part of it,
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such as a single minute. In addition, in the case of transaction emails, we can aggregate
emails sent by a single customer over a given period of time.

Table 1. Technical attributes (metrics) collected by ESP servers.

Attribute (Metric) Description

opens count number of opens
unique opens count number of unique opens

clicks count number of clicks (at least one link)
unique clicks count number of unique clicks
soft bounced count number of soft bounced
hard bounced count number of hard bounced

resigned count number of resigns
complaint count number of complaints

3.1. Campaigns

In the case of email campaigns, the statistics shown in Table 1 are available for each minute
of sending. From the point of view of machine learning, we treat each minute as a separate
object. For the presented solution, each object is described by 24 conditional attributes:

• Eight statistics for the current minute (as shown in Table 1);
• Eight statistics for the previous minute (for the first minute copy of the same values

was used);
• Eight statistics for historical campaigns of the same client, e.g., the average number of

soft bounced per minute for previous campaigns.

For the first two groups, the values were divided by the number of subscribers for
the current campaign. For the last group, the values were divided by the total number of
subscribers for all previous campaigns.

Due to the huge volume of the data (millions of records), it was necessary to develop
an automated method of labelling. The starting point for this procedure was the attribute
that describes the total number of bad events for a given campaign defined as the sum of
the soft bounced count, hard bounced count, resigned count, and complaint count (divided
by the number of subscribers). Data were divided into two categories, good and bad. As a
result of the experiments, five data-labelling methods were proposed:

• label1—The campaign should be stopped (label bad) if the number of bad events
exceeds 5%.

• label2—The campaign should be stopped if the hard bounced count exceeds 10% or
the resign count exceeds 1.7% and the unique click count does not exceed 1.5%.

• label3—The campaign should be stopped if the standardised value (z-score) of bad
events is greater than 2.

• label4—The campaign should be stopped if the unique open count does not exceed 2%.
• label5—A method based on examples of bad clients identified by FreshMail.

Let us focus on the last method (label5). The company provided identifiers of clients
who have sent bad campaigns in the past. A preliminary analysis of the campaigns sent
by the clients showed that not all of these campaigns could be considered bad. To identify
bad campaigns, a clustering of this subset was performed. Using the elbow method, it was
determined that a division into eight clusters is optimal. The centres of these clusters are
shown in Table 2.

Based on the analysis of the centres, clusters 0, 2, 3, and 6 are considered to be clusters
containing correct campaigns (due to the high values of opens and clicks), while clusters 1,
4, 5, and 7 are considered to be clusters containing campaigns that should be stopped (due
to the low values of opens and clicks or the high values of hard bounces). All campaigns
were labelled according to which of the designated centres they were closest to.
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Based on an analysis of the labelling results of methods 1 through 5, it was indicated
that it would be optimal to use the superior method (label6), which takes advantage of
those previously used. Method 6 is based on three rules:

1. If label3 = 1, then label6 = 1;
2. If label3 = 0, and label1 = label2 = label4 = label5 = 1, then label6 = 1;
3. Otherwise, label6 = 0.

Table 2. Cluster centres.

No Opens Unique
Opens Clicks Unique

Clicks
Soft

Bounced
Hard

Bounced Resigned Complaint

0 32.98% 23.36% 9.25% 7.12% 0.23% 2.43% 0.16% 0.00%
1 5.89% 4.81% 1.76% 1.43% 7.48% 2.42% 0.07% 0.00%
2 28.66% 17.72% 2.92% 2.38% 0.44% 2.02% 2.15% 0.00%
3 8.51% 7.25% 2.53% 2.13% 0.22% 1.53% 0.05% 0.00%
4 1.10% 0.95% 0.13% 0.11% 0.12% 0.75% 0.01% 0.00%
5 1.62% 1.37% 0.20% 0.17% 0.09% 0.72% 0.01% 0.00%
6 128.65% 48.46% 43.69% 24.45% 0.29% 2.33% 0.62% 0.02%
7 1.23% 1.02% 0.30% 0.25% 0.47% 20.71% 0.04% 0.00%

3.2. Transaction Mails

As was mentioned earlier, in the case of transaction emails, the goal is not to abort
a campaign, but to block a customer who sends a lot of bad transaction emails. Due to
the nature of transaction emails, they tend to be sent to recipients whose emails should be
confirmed and are in response to recipient actions. For this reason, the attributes resigned
count and complaint count are not considered for them. Since in this case we do not have
a list of recipients of a known size, it is necessary to count how many transaction e-mails
a client has sent in a given period of time (the sent count attribute). Thus, for the given
interval, we use seven conditional attributes: sent count, opens count, unique opens count,
clicks count, unique clicks count, soft bounced count, and hard bounced count. The values
of these attributes were aggregated for the following time intervals (numbers indicate
minutes): (0, 1], (1, 2], (2, 3], (3, 4], (4, 5], (6, 10], (10, 15], (15, 20], (20, 25], (25, 30], (30, 60],
(60, 120], (120, 240], and (240, 360]. The values for intervals starting from (6, 10] were used
as conditional attributes for the model (63 attributes).

We have assumed that we have an undesirable phenomenon when there is a signif-
icant average (counting per minute) increase in the number of hard bounces in the last
five minutes before a given transaction email is sent. For each customer, the average num-
ber of hard bounces per minute in the 48-hour preshipment period was determined. This
number was used as the basis for determining the chain indices for the fifth, fourth, third,
second, and preceding minutes, respectively. The geometric mean of the chain indices
was then calculated to determine the average increase in the number of hard bounces
per minute. We assumed that we label a record as bad if the value of this attribute exceeds
2 (100% average growth).

In the case of transaction emails, it is enough to limit oneself to hard bounces, as a
large number of them indicate that the client is seemingly sending transaction emails to
unverified recipients. A large number of hard bounces is a negative factor for the credibility
of an ESP company, so it is important to minimise this phenomenon. Additionally, the
analysis was limited to customers who send many transaction emails—above the median—
as only in this group relatively large amounts of hard bounces were observed.

4. Artificial Neural Networks Models

As required by the SendGuard project, an ANN model was sought that would classify
cases with an efficiency F1 score of at least 0.95. In both cases (campaigns and transaction
emails), we used data samples containing at least 2 million objects. To balance the classes,
the cases with the bad label were drawn at random with repetition. We used 75% of the
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data sample for learning the model and 25% for testing. Additional data sets from periods
different from the learning set were used to validate the model.

The models were developed using the tensorflow.keras Python library [19,20]. The
Sequential model was used to develop the artificial neural networks.

4.1. Campaigns Analysis

The structure of the artificial neural network developed for classification of emails
campaigns is shown in Figure 2. The input layer contains 24 neurons for the attributes
described in Section 3.1. We used three hidden layers with 72, 96, and 72 neurons, respec-
tively. For each hidden layer, the ReLU (REctified Linear Unit) activation function was
applied. Finally, a single output neuron with the sigmoid activation function was used to
provide the probability that the given campaign should be aborted. We applied the Adam
optimiser (clipvalue = 0.5) and the MSE (the mean squared error) objective function.

input layer hidden layer 1 hidden layer 2 output layer

. . .

. . . . . .

72 neurons 72 neurons96 neurons

relu relu

sigmoid

hidden layer 3
24 neurons

. . .

relu

Figure 2. ANN structure for campaign classification model.

The StandardScaler function form Python sklearn library was applied to standardise
the input data values. The classification report for test data is presented in Table 3.

Table 3. Classification report for model shown in Figure 2.

Precision Recall F1-Score Support

0 0.98 0.98 0.98 375,025
1 0.93 0.93 0.93 124,975

accuracy 0.97 500,000
macro avg 0.95 0.96 0.95 500,000

weighted avg 0.97 0.97 0.97 500,000

The model was additionally validated on data from periods other than the period from
which the sample for learning the neural network was drawn. In each case, the F1-score
value was above the required 0.95. It is worth noting that in the case of email campaigns, we
treat each minute of sending as a separate record. If a decision is made to stop sending after
a given minute, it can be assumed that the same decision applies to subsequent minutes.
With this approach, F1-score increases by about 0.02.

4.2. Transaction Emails Analysis

The structure of the artificial neural network developed for classification of transaction
emails is shown in Figure 3. The input layer contains 69 neurons for the attributes described
in Section 3.2. This time, we used two hidden later with 48 neurons each. Like before, for
each hidden layer, the ReLU activation function was applied and the sigmoid function was
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used for the output neuron. We applied the Adam optimiser (clipvalue = 0.5) and MSE
(mean squared error) objective function.

The classification report for test data are presented in Table 4. As previously stated,
the model was validated on data from periods other than the period from which the sample
for learning the neural network was drawn. In each case, the F1-score value was above the
required 0.95.

input layer hidden layer 1 hidden layer 2 output layer

. . .

. . . . . .

69 neurons 48 neurons48 neurons

relu relu

sigmoid

Figure 3. ANN structure for transaction emails classification model.

Table 4. Classification report for model shown in Figure 3.

Precision Recall F1-Score Support

0 0.98 0.98 0.98 250,123
1 0.98 0.98 0.98 249,877

accuracy 0.98 500,000
macro avg 0.98 0.98 0.98 500,000

weighted avg 0.98 0.98 0.98 500,000

5. Conclusions

The article presents artificial neural network models that can be used by an ESP com-
pany as part of the evaluation of the sending of email campaigns or a group of transaction
emails sent by a given client. The key element of the proposed solutions are the conditional
attributes used, i.e., instead of analysing the content of an email, we use statistics collected
by the ESP system on the response of servers and subscribers (recipients). Such an approach
allows us to use the same model regardless of the language of an email. The purpose of
using the proposed models is to evaluate an email campaign (or a set of transaction emails)
and identify bad cases. Since the bad label is associated with negative phenomena such
as hard and soft bounces, users complaints, or resignations, it can be identified with the
problem of detecting emails that we qualify as spam or phishing.

The solution presented is not intended to replace existing methods of analysing the
quality of emails sent. Rather, it complements existing mechanisms. Experiments with
data have shown that even as an independent method of evaluating email campaigns
(transaction emails), the proposed solution is highly effective (the F1-score is above 0.95
for any used sample). In addition, the approach is rather simple, easy to implement,
and reliable.
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data curation, P.S. and M.S.; writing—original draft preparation, M.S.; writing—review and editing,
M.S. and G.J.N.; project administration, G.J.N. and S.O. All authors have read and agreed to the
published version of the manuscript.
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