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Abstract

:

In recent years, natural language processing (NLP) technology has made great progress. Models based on transformers have performed well in various natural language processing problems. However, a natural language task can be carried out by multiple different models with slightly different architectures, such as different numbers of layers and attention heads. In addition to quantitative indicators such as the basis for selecting models, many users also consider the language understanding ability of the model and the computing resources it requires. However, comparing and deeply analyzing two transformer-based models with different numbers of layers and attention heads are not easy because it lacks the inherent one-to-one match between models, so comparing models with different architectures is a crucial and challenging task when users train, select, or improve models for their NLP tasks. In this paper, we develop a visual analysis system to help machine learning experts deeply interpret and compare the pros and cons of asymmetric transformer-based models when the models are applied to a user’s target NLP task. We propose metrics to evaluate the similarity between layers or attention heads to help users to identify valuable layers and attention head combinations to compare. Our visual tool provides an interactive overview-to-detail framework for users to explore when and why models behave differently. In the use cases, users use our visual tool to find out and explain why a large model does not significantly outperform a small model and understand the linguistic features captured by layers and attention heads. The use cases and user feedback show that our tool can help people gain insight and facilitate model comparison tasks.
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1. Introduction


Natural Language Processing (NLP) is one of the important applications of artificial intelligence. With the gradual maturity of AI technology in recent years, the market scale of NLP applications in the industry is also expanding. For example, American Airlines’ Twitter messages are used for sentiment analysis. Customers’ sentiments are classified as positive, neutral, and negative to infer customers’ satisfaction. Because NLP applications have increased in importance, more and more scientists are devoted to NLP research, and many deep learning architectures have been developed to deal with natural language problems. Transformer [1] is one of the most popular architectures for NLP applications in recent years. Its emergence allows machine learning experts to introduce a larger and more powerful model because Transformer solves the problem that sequential neural networks cannot be trained effectively by performing parallel operations. Transformer has gained great success and attention since it was proposed and multiple natural language processing learning techniques have been developed based on Transformer, such as BERT [2], XLNet [3], GPT [4] and GPT-2 [5]. These models also have been successfully applied in various NLP applications, which include translation in various languages, sentiment analysis and even image classification [6].



One NLP task can often be accomplished by multiple different models. These models could be developed based on different Transformer architectures, such as BERT or XLNet [3], or the same Transformer architecture with different parameter configurations, such as different number of layers. Comparing models is a crucial task when users train, select or improve a model for their NLP tasks. For example, a model trainer may want to know whether an advanced and larger model is a better choice because it may be overkill for a task and requires a longer prediction time and memory space. Model users may want to explore error patterns between models with similar prediction accuracy to select one that better fits their tasks. Understanding the similarity and differences of models’ decision-making processes could inspire architects to propose advanced architectures. Although many quantitative metrics, such as F1 score, AUC or TF-IDF etc., have been used to understand the performance of models, these classic quantitative metrics may not be sufficient if users want to know the reasons of why models behave differently in detail to select a proper model or redesign a new model.



To “open the black box” and deeply understand the deep learning models, many visual analytics tools have been proposed to help machine learning experts. RNNVis [7], CNERVis [8] and M2lens [9] have been proposed to interpret and debug RNN, LSTM and multimodal models for NLP applications, respectively. Although these visual tools are developed to interpret deep learning models with sequential inputs, these works do not focus on the complex transformer-based model interpretation and comparison. Derose et al. [10] proposed a visual analytics tool to explore the differences of attention flows between pre-train and fine-tuning of a transformer-based model. However, the tool can only compare the transformer-based models with the same architecture instead of asymmetric architectures. Several visual analytics tools [11,12,13] have also been proposed to compare different deep learning models. However, most of these works focus on the deep learning models for images, medical and other applications and are hard to port to NLP applications.



To facilitate the comparison of transformer-based models with architecture variants, we propose a visual analytics tool (Figure 1) that allows users to interactively explore the models’ decision-making processes in detail and gain insight into the reasons for the performance differences. Our tool guides users to compare asymmetric models from the model, layer, attention head, to attention word levels. We summarize the information from models in different aspects, such as instance labels, classification results, prediction confidences, and possible captured linguistic features for users to explore the difference between models. One of the challenges of comparing asymmetric transformer-based models is identifying critical layers from many possible layer combinations. Our system evaluates the similarity between layers by comparing what the classification tokens of two layers pay attention to in the same instance. We summarize and visualize the similarity between layers for users to identify interesting layer combinations for further exploration. The same strategy is also used to show the similarity among attention heads. Instance level comparison overview is also provided for users to identify and select critical instances to analyze the difference between models deeply. The word information encoded by attention vectors of heads is summarized and shown for the comparison of the head-to-head relationship and linguistic knowledge learned by models. We demonstrate our system by use cases to show that our system can assist users in efficiently interpreting the roles of layers and heads of different models, explain why a much more complex model does not provide significant performance improvement, and identify the layers and heads that extract duplicated information to suggest the direction for the model improvement. After domain experts use our system, domain experts also comment on our visual tool. The feedback and suggestions from domain experts are also summarized at the end of this paper.



In summary, the contributions of this study are the following:




	
We propose metrics to evaluate the captured information similarity between layers and attention heads. This helps users to identify layer and head combinations worth to compare and reduces the complexity when users compare models.



	
A complete and convenient interactive visualization system is developed for experts to interpret and compare transformer-based models easily.



	
Use cases are shown to demonstrate how the proposed system helps NLP experts understand their models and make decisions. In addition, user feedback is collected to discuss the pros and cons of our current system.









2. Related Works


2.1. Language Model


Language model is an important natural language processing technology, representing the syntactic and semantic properties captured in the words or sentences. Bengio et al. [14] first proposed the concept of word vector. Collobert et al. [15] used the word vector method as an effective tool for downstream task processes, and they also introduced the neural network model structure, which builds the foundation for the improvement of many current NLP techniques. The word vector technique becomes popular after Word2vec technique is proposed by Mikolov et al. [16]. After Pennington et al. released GloVe [17], word vector methods become mainstream in the NLP field. In the past decade, deep learning techniques become the most popular approaches for NLP tasks. Recurrent neural networks (RNNs) [18] is the first deep learning approach widely used. Then, variants of RNN, such as Long Short Term Memory (LSTM) [19] or Gated Recurrent Units (GRUs) [20], also become popular and are used to solve different NLP challenges. In recent years, the transformer [1] architecture has gradually replaced recurrent models because of its efficient training speed by parallel operations and high accuracy. BERT [2] is one of the famous transformer-based deep learning models. Usually, a pre-trained model is trained from a large-scale training dataset and a huge amount of computational resources by large organizations. Users can fine-tune pre-trained Transformer models for their own supervised NLP tasks, e.g., sentiment analysis [21], named entity recognition [22] or text generation [23], with relatively less computational power.




2.2. Model Interpretation


In recent years, language model interpretation has attracted more and more attention because opening the black box of the model can help machine learning experts to understand, diagnose, and improve models. Overall, the model interpretation research works can be categorized into three main classes: model understanding, debugging, and refinement [24,25,26]. Liu et al. [27] designed a visualization system for convolutional neural networks that can help experts understand and diagnose deep convolution neural networks. Ming et al. [7] designed a visual tool to analyze the sentence-level behavior of RNNs sequentially. Strobelt et al. [28] created a visual tool to help users investigate causal effects when changing parts of the model. Tenney et al. [29] proposed a framework to parse the parts of speech, entity recognition, and various dependencies captured by different layers in a pre-training model. Hao et al. [30] illustrated the low-level layers’ and high-level layers’ losses during fine-tuning. These studies gain success in terms of model interpretation. Recent visual analysis works of language models have gradually shifted their focus to the transformer-based model [31,32]. These works can help users understand a model’s behaviors deeply, but these systems do not support model comparison.




2.3. Model Comparison


When comparing the models, users often rely on quantitative metrics, such as accuracy, F1-score, mean-square error etc. There are many visualization libraries for model comparison built on top of these metrics. For example, WIT [33], Tensorflow [34], Scikit-learn [35]. However, when users want to retrieve more information, such as comparing decision-making processes of models, these metrics do not provide sufficient details and users are usually more interested in the underlying details. Therefore, many visual analytics comparison tools are proposed for users to interactively acquire the underlying details for model comparison. Ming et al. [7] developed RNNVis for users to explore and compare the hidden behavior of different models. Piringer et al. [36] proposed an interactive approach called HyperMoVal that is designed to support multiple tasks related to model validation. Muruges et al. [37] designed a visual system that enables users to systematically and deeply explore the differences from two models. Wang et al. [38] introduced multiple metrics to identify meta-features with the most complementary behaviors of two classifiers. Apart from the linguistic relationship, Matthew Berger’s research [10] points out that models can capture not only linguistic dependencies but also their meaning. Although these visual analytics systems are developed to compare multiple deep learning models, extending these systems to compare asymmetric and complex transformer-based deep learning models is not trivial.





3. Backgrounds


In this section, we will introduce the fundamental knowledge of transformers. In many transformer architecture models, a special classification token [CLS] is often added to the input sentence. For classification tasks, the first token (corresponding to [CLS]) is used as the “sentence vector”. [CLS] token itself does not represent any specific meaning, so [CLS] token is considered to represent the meaning of the whole sentence more fairly in the process of learning. This paper uses the attention vector of the [CLS] token as a basis to build the visual analytics tool. The attention mechanism [20] is proposed to improve the performance of recurrent models, such as LSTM and GRU. Attention mechanism is also widely used in many fields such as machine translation [39], entailment reasoning [40] and image caption [41]. At the same time, Attention itself can be used to explain the alignment relationship between translation input/output sentences, explain what the model has learned, and open the black box of deep learning for users. Self-attention [1] is very different from traditional attention mechanisms. The traditional attention is calculated based on the hidden state of the encoder and decoder. The attention represents the dependency between each word from the decoder to the encoder. However, self-attention captures the dependencies between its own words and words in the encoder and decoder respectively. Self-attention solves the problem of information loss caused by RNN in long texts. Transformer is a network architecture based on self-attention. The transformer models have shown success in many natural language processing tasks. Recently, many models have used transformers as their foundations, and their applications can even be extended to images [42].



Before discussing the tasks we aim to support, we first discuss the extracted representations used in this work. When a text is an input into the model, an attention vector is generated for each word corresponding to each layer in the model (Figure 2). In this paper, we use the attention vector of the [CLS] token to examine the linguistic information captured by the model. The values in the attention vector correspond to the input words, respectively, and the language information that the model captures is checked by the attention values corresponding to the words (Figure 3).



In addition, the transformer architecture has multiple heads, forming multiple subspaces and allowing the model to capture different information. We introduce the calculation of an attention vector from multiple attention heads. When considering a layer l, a sequence of tokens   s = (  w 1  ,  w 2  , ⋯ ,  w n  )  ,    X l  =  [  x  1  l  ,  x  2  l  , ⋯  x  n  l  ]    is embedding vectors of n inputs words from layer l. The dimension of embedding vector of each word is d, so   X ∈  R  n × d    . The representation of vectors Q, K, V are obtained through the linear transformation of    W q  ,  W k  ,  W v  ∈  R  d ×  d ′     .   W q  ,   W k   and   W v   are projection matrices from a d-dimensional space to a d   ′  -dimensional space and we can calculate   Q l  ,   K l   and   V l   by    Q l  =  X l   W q   ,    K l  =  X l   W k   ,    V l  =  X l   W v   . Attention matrix is    A l  ∈  R  n × n     and calculated based on Q and K, and   d k   as a scaling factor. i is the index of the head. The Equation (1) is the calculation of the attention matrix for one layer and we show an example of the attention computation in Figure 4.


   A  i  l   (  Q  i  l  ,  K  i  l  )  = s o f t m a x  (    Q  i  l    (  K  i  l  )  T     d k    )   



(1)








4. Goals and Requirements


Figure 5 shows the steps to develop our system. We first must understand users’ needs and perform the requirement analysis to design the prototype. After implementing the system prototype, users will use the system and give feedback again. Based on the feedback, we will redesign and improve the system. After the system design procedure and system development, we summarize the final goal and design requirements that need to be accomplished to serve user analysis purposes in this section.



4.1. Design Goals


G1: Connect the roles of layers and attention heads to linguistic meaning. In transformer-based models, each attention head of a layer could implicitly represent some linguistic features. Multi-head of a layer are combined into one attention vector that represents the linguistic extracted from the layer. By knowing the linguistic meaning captured by attention heads and layers, users can not only judge whether a model learns rational linguistic features but also can develop prior knowledge to facilitate model behavior comparison tasks.



G2: Understand the decision-making process of instances through self-attention. Examining the decision-making process of interesting instances can often help users to deeply understand the behavior of models. Because self-attention is one of the most important components of the transformer-based model and the attention words are easy to connect to linguistic meaning, summarizing and visualizing the attention information can help users to gain intuition about how the model interprets the instances. By knowing the decision-making process, users can know whether the model carried out a rational task for the classification and build confidence in a model.



G3: Explore potential sources that result in the performance differences. One of the major model comparison purposes is to find out what factors affect the model’s overall classification performance. For example, users may want to know why two similar architectures have quite different classification accuracy, or why a much more complex model does not improve accuracy significantly. When users know this information, users can consider the pros and cons of models to select a model for their tasks better.




4.2. Design Requirements


According to our goals, we propose the following design requirements.



R1: Provide quantitative information about models. Before deeply exploring the models, observing models’ basic quantitative information, such as the number of training instances, accuracy, false positive rate etc., allows users to have a preliminary understanding about models.



R2: Summarize and visualize the similarity of layer combinations and head combinations between models. Each layer and attention head can capture different linguistic features. To compare the layers and heads in detail could facilitate the model comparison task. However, figuring out the layer and attention head combinations worth exploring is not an easy task. Therefore, our system should guide users to find the critical layer and attention head combination for further exploration.



R3: Identify similar heads at each layer in a single model. Examining the linguistic behavior of multiple heads costs time. Identifying heads with similar behaviors can save a lot of time when examining the behavior of each head and users can more quickly summarize the role of each layer of the model. Summarizing the behavior of these heads in the model can help and reduce search space when comparing models.



R4: Assist users to find out the crucial instance sets for the model comparison task. Comparing how models extract features from the same instances can help users deeply understand the difference between models. For example, instances that two models disagree with each other or instances with completely different attention words from two models. Our system should provide the overview and interface for users to efficiently identify and select these instance sets.



R5: Track and show the formation of classification token by attention words at the sentence level. The classification token summarizes what a layer of the model learns and the token is used for the final classification. By summarizing how a classification token combines attention information and evolves from low to high layers, users can interpret how the model understands the linguistic meaning of a sentence.



R6: Summarize the token level attributes of attention words. Token-level attributes, such as part-of-speech or named entity etc., are the most fundamental linguistic features. Summarizing and comparing which category of the fundamental linguistic features are mainly focused by an attention head or a layer can better connect what they learn to linguistic meanings.





5. Visualization Design


Our visual analytics tool consists of six views, basic information view, layer similarity view, head similarity view, scatter view, attention view, and attention summary view. In addition, because evaluating the similarity between layers and attention heads is one of our visual design tasks (T2) to guide users to find the interesting layer and head combinations, we will first introduce layer and head similarity evaluation and introduce these views in detail. In this section, we call two models compared by users Model A and Model B.



5.1. Layers and Heads Similarity Evaluation


Because transformer-based models have multiple layers and attention heads, going through all layer and head combinations and comparing the difference in what the layers and heads learn is not practical. Our system should evaluate and summarize the similarity of information learned by layers or heads to guide users to identify interesting layer and head combinations. [CLS] token is used as an aggregated sentence representation [43] so [CLS] token can be considered as the representation of the whole sentence’s semantics. In addition, an attention head vector of the [CLS] token can be interpreted as the sentence information extracted by the attention head. Therefore, we summarize test instances’ attention head vectors of [CLS] token to evaluate the similarity of information extracted from two heads of [CLS] token. We use the cosine distance of two attention head vectors of the same instance to represent the similarity of information extracted from two heads on the same instance, and the similarity of two heads is defined by the average similarities of all instances. Equation (2) is the similarity between two heads.


  H e a d S I  M  i , j   =    ∑  k = 1  N  c o s  (  T i k  ,  T j k  )   N   



(2)




where i represents an attention head of Model A and j represents an attention head of Model B.   H e a d S I  M  i , j     is the similarity between these two heads,   T i k   and   T j k   are attention vectors of   T k  , N is the number of test sentences to evaluate the similarity between these two heads, and   c o s ( . )   is the cosine similarity function.



To calculate the similarity between two layers, we compute the average head similarities of all head combinations between the two layers.


  L a y e r S I  M  l ,  l ′    =    ∑  i = 0 , j = 0   h ,  h ′    H e a d S I  M  i , j     H *  H ′     



(3)




where l is a layer of Model A,   l ′   is a layer of Model B, H is the number of heads of model A, and   H ′   is the number of heads of model B.   L a y e r S I  M  l ,  l ′      is the layer similarity between layer l and   l ′  , i is the head index of layer l, and j is the head index of layer   l ′  .




5.2. Layer Similarity Graph


To assist users in identifying interesting layers and comparing them between two transformer-based models (R2), we utilize the Equation (3) to create a layer similarity graph (Figure 6). The main purpose of the layer similarity graph is to provide an overview for users to observe the similarity among layers and identify groups of layers. Because a heat map can provide audiences with obvious relevant visual cues, we use a heatmap to represent the similarity between layers in both models. The horizontal axis and the vertical axis represent layers of two models, and the layers on the two axes are ordered from low to high layers. The saturation of each square encodes the similarity between layers, and a higher saturation color indicates that the two layers are more similar. Figure 6 is an example of the layer similarity graph showing the similarity between transformer-based models with 12 layers and 24 layers. In this example, users can not only identify layer combinations they may be interested in but also observe blocks with high saturation color. Each layer group could focus on relatively similar linguistic features. Users can click on the square when they find a layer combination they are interested in, and a head similarity graph for the combination will be shown. We will introduce the head similarity graph in Section 5.3.




5.3. Head Similarity Graph


The information captured by a layer of the transformer-based model is combined from multiple attention heads of the layer. Therefore, comparing attention heads between two models can allow clear and deep understanding of the different behaviors of models (R2). However, the number of head combinations between the two selected layers of the two models is usually more than one hundred. Finding the head combinations worth exploring is not an easy task. Therefore, we also develop a head similarity graph similar to the layer similarity graph in Section 5.2. Figure 7 is two similarity graphs and the two axes represent the attention heads of the two layers selected from the layer similarity graph. The saturation color represents the attention head similarity computed by Equation (2). A higher saturation color indicates that the two attention heads are more similar. Although each head of a layer usually has an index, the index does not relate to the order of processing sentences. To help users quickly identify head groups that could extract similar linguistic features, we should put heads that extract similar linguistic features next to each other. A common practice is to use hierarchical clustering [44] to create a dendrogram [45] and order the two axes according to the result of the dendrogram. We use Equation (2) as the distance function when clustering heads of a layer. Figure 7 is the head similarity graph after head reordering. In this example, the 1st, 6th, and 9th heads of the x-axis are close to each other because the linguistic feature extracted from them are similar to each other (Figure 7a). In addition, the dark block at the bottom of Figure 7a shows that the 1st, 6th, and 9th heads of the x-axis and the 3rd, 4th, 6th, 9th, 14th, and 15th heads of the y-axis could extract similar linguistic features. Users sometimes want to compare the similarity among heads of a layer within one model to identify similar heads without interference from the second model (R3). Users can click the button “Self head similarity graph” in Figure 7 to show self head similarity graph of each model (Figure 8). The way to generate the self-head similarity graph is the same as that to generate the head similarity graph.



In addition, summarizing and showing similarity at the instance level helps users find interesting head combinations (R4). Therefore, we add the bar chart to each square in the head similarity graph to show the similarity histogram of each head combination. The similarity of an instance between two heads is calculated by the cosine similarity function in Equation (2). The horizontal axis of each similarity histogram is the similarity value, increasing from left to right on the axis. The vertical axis of each similarity histogram represents instance count, and the bar color indicates the ground truth label of the instances. With the similarity histograms, users could find some head combinations with interesting instance-level patterns. For example, the bars in most squares are uniformly distributed, but a few squares have bars right-skewed. The users are often interested in these head combinations with special distribution (Figure 7b). After users find a head combination they are interested in, they can click on the square of the head combination to compare two models at the instance level in a scatter view (Figure 9). We will introduce the scatter view in Section 5.4.




5.4. Scatter View


When users are interested in a head combination, a scatter view in our system shows instance-level information from the two heads for users to select instances to future compare extracted information from the same instance set (R5). The scatter plot shows the classification confidence scores, confidence score difference between the two models, and instances’ attention vector similarity between two attention heads. Figure 9 is an example of the scatter plot. Each circle in the scatter plot represents an instance. The two axes represent the classification confidence scores of the two models. The color, circle size and opacity encode the labels of instances, the attention vector similarity between two heads, and the confidence score difference respectively. The stroke color of a circle encodes whether models predict an instance correctly. The blue stroke color and green stroke color represent the prediction from one of the models is incorrect. The black stroke color represents both models predict incorrectly. Users can find out some special instances, such as an instance with quite different confidence scores from two models for further exploration.



Our system also provides three interactions for users to select a subset of instances. Users can show instances within a similarity range by dragging the similarity range slider, display instances with the same label by the radio buttons, and select instances by brushing a region. After selecting a subset of instances, our system recalculates the layer similarity graph and the head similarity graph using the selected instances only. These two new graphs calculated are called filtered layer similarity graph and filtered head similarity graph. Our system arranges them next to the original layer similarity graph and head similarity for the side-by-side comparison (Figure 10 and Figure 11). Users can compare and figure out models that have a significantly different behavior when processing the subset of instances.




5.5. Attention View and Attention Summary


The attention view (Figure 12) shows the sentences selected in the scatter view and highlights the information focused by the selected heads of two models from the head similarity groups (R5). Because the [CLS] token can represent the information of the whole sentence [10,46] and the attention vector of the [CLS] token indicates the impact of each word when producing the [CLS] token, we define that the attention words are the words whose weights in the attention vector of the [CLS] token are greater than a user-defined threshold. Users can adjust the threshold by the slider at the top of the attention view. The attention view allows users to observe the mutual attention words of two models and summarize the mutual linguistic meaning captured by heads. The word with blue or green color indicates that the word is the attention word of one of the two models. The word with orange color indicates that the word is the attention word of both models. In addition, we also encode the labels of instances and prediction results of both models in the attention view. The background color encodes the labels of instances. Small circles may attach at the right-hand side of an instance. An instance with blue and green small circles indicates that the corresponding models incorrectly classify the instance.



We also statistically summarize the fundamental linguistic attributes of attention words, such as part-of-speech or name entity, for users to more intuitively recognize the possible linguistic meaning captured by heads (R6). We use a grouped bar chart to visualize the summarization of linguistic attributes, and we call the bar chart attention summary (Figure 13). The horizontal axis is the class of fundamental linguistic attributes, the vertical axis represents the count of attention words, and the colors encode models.



In addition, our system also supports the comparison between sets of heads from two models (R5). This function allows users to efficiently summarize the differences in attention words and compare linguistic features of head groups. Users can brush the heads of interest on the filtered head view (Figure 11b). The union set of attention words from the selected heads of a model will be the attention words of the head group of the model. The attention view and attention summary will be updated accordingly by the union sets from the two models when users brush heads of interest on the filtered head view.




5.6. System Implementation


Our visual analytics system consists of a front-end interface and a back-end server. The front-end interface includes the implementation of the views of our visual tool introduced in this section and their interactive functions. The front-end implementation is carried out by Javascript and D3 library. The back-end server includes a program to process test instances and data from transformer-based models and return the information to the front-end interface to display. The data process program is implemented by Python and the Transformer information extraction library from Huggine Face Community. The Transformer information extraction library is used to extract the hidden vectors of each layer and the attention weight of different attention. The communication between the front- and back-end is performed by Flask.





6. Use Cases


In this section, we demonstrate our tool using two BERT models with different architectures and we call them bert-base and bert-large. One of them has 12 layers and 12 heads per layer, and the other one has 24 layers and 16 heads per layer. They are trained to complete the text classification task of IMDB dataset. The dataset has 500 profiles with 269 positive texts and 231 negative texts. Figure 14 illustrates the main functions of our system and the flow to use the proposed visual analytics system. When users explore models using our system, these are possible paths and flow to interpret and compare their models.



6.1. Use Case 1: Exploring and Comparing Behaviors of a Large and a Small Models (Video S1)


The user is curious why the bert-large model with more layers and attention heads does not provide a significant accuracy improvement than the bert-base model (Figure 1A). Therefore, the user would like to explore and compare the internal behaviors of the models using our system. First, the user checks Figure 15 (left) and observes that dark green squares distribute around the diagonal of the layer similarity graph. This pattern summarizes that the extracted information from lower to higher layers between two models has a match when classifying instances. In addition, the user also observes that the layer similarity graph shows three darker green blocks around the diagonal. It hints that the layers within the same darker green block may extract similar information. To explore why the large model does not provide significant prediction accuracy improvement, the user decides to compare the subtle difference between layer combinations. Therefore, the user repeatedly clicks on the squares with darker green color and observes the corresponding head similarity graph. When the user clicks on the combination of the last layers of both models, a pattern in the corresponding head similarity graph (Figure 15 (right)) attracts the user’s attention. The user finds that red bar charts of many attention head combinations are left-skewed, indicating that the attention words of negative emotion instances from the two attention heads have a low similarity. The user decides to explore more details. Then, the user clicks the square of the bert-base head index 8 and the bert-large head index 7 on the head similarity graph (orange bar in Figure 13), because this is one of the head combinations with a left-skewed red bar chart.



By observing the values of the x- and y-axes of the scatter view (Figure 16), the user finds that the maximum confidence score of the bert-large model is larger than that of the bert-base model, and the minimum confidence score of the bert-lage model is smaller than that of the bert-base model. Since the user is now interested in instances with low similarity, the user uses the slider at the top of the scatter view to adjust the similarity value range to 0–0.25 and then selects all instances in the scatter view.



In addition, after observing the attention words of these selected instances in the attention view (Figure 17), the user finds that words with blue font, bert-base model’s attention words, often contain negative words. This observation means that the bert-base model’s attention head extracts information from negative words, and the user thinks the attention head would do a logical task to facilitate the classification task.



In the same attention view (Figure 17), the user observes that wordpieces are in green color, which also means that these wordpieces are from the bert-large model’s attention head. Wordpiece is a unique feature of the transformer-based model, and its purpose is just to separate to input sentences. Paying attention on wordpieces may not extract significant linguistic meaning. Therefore, the user examines the other instance by selecting all instances with a similarity value between 0.25–1 in the scatter view. Then, the user finds that the words in green color still often contain wordpieces in the attention view (Figure 18). This observation confuses users because the bert-large model mainly focuses on wordpieces, but the bert-large model still performs well. Therefore, The user guesses the early layers of bert-large model may extract the information extracted by the 8th head of the 11th layer of bert-base model. Therefore, the user starts to find layers of the bert-large model similar to the 11th layer of the bert-base model and close to the last layer. The user repeatedly selects darker green squares on the column of the 11th layer in the layer similarity graph for exploration (Figure 19). Until the user clicks the square of the 11th layer of the bert-base model and the 20th layer of bert-large model and explores it in detail, the user finds the evidence to verify the user’s hypothesis.



Because the 8th attention head of the 11th layer of the bert-base model mainly focuses on the negative words, the user would like to search an attention head of the bert-large model that matches the head in the bert-base model. The user checks the column of the 8th head of the bert-base in the corresponding head similarity graph (Figure 20) of the selected layer combination and focuses on the dark squares. When clicking on the square of the 11th head of the bert-large model and checking the attention words of negative sentences in the attention view, the user finds that many of the negative words are in orange color, indicating the 8th attention head of the 11th layer of the bert-based model and the 11th head of the 20th layer of the bert-large model focus on similar words (Figure 21). In addition, the user also sees that some negative words are in green font, which indicates that the bert-large attention head captures these words but the bert-base attention head does not. The user concludes that the bert-large model captures the information captured by the bert-based model and the information before the last layer. In addition, the bert-large model captures some words that could facilitate the classification task, but the bert-base may not capture the information. Therefore, the bert-large model can have slightly better performance than the bert-based model. However, the rest of the layer in the bert-large model does not capture sufficient meaningful linguistic features, so the bert-large model does not outperform the bert-base model much.




6.2. Use Case 2: Comparison of Parameterized Linguistic Information (Video S2)


A transformer-based model with more layers and attention heads leads to higher consumption of memory resources. Since the transformer architecture has multiple attention heads, the user is curious whether the attention heads of transformer-based models extract duplicate information, and whether a large model captures more linguistic information or is just overkill on a relatively simple task.



Therefore, the user first tries to find the heads that extract similar information by our tool. The user clicks several darker green squares on the layer similarity graph in Figure 22 (left) and examines the corresponding head similarity graphs. The user finds that many head similarity graphs of selected layer combinations with large dark blocks. This pattern indicates that many attention heads of layers could extract quite similar linguistic information. For example, when the user clicks the square of the bert-base model’s 5th layer and the bert-large model’s 11th layer on the layer similarity graph, the user observes that the corresponding head similarity graph (Figure 22 (right)) shows one bright block and one dark block (Figure 22 (right)(A),(right)(B)) Dark squares indicate all head combinations from the two models extract quite similar information. In addition, two attention heads, the 5th and 14th attention heads, of bert-large model do not intersect with the dark block in Figure 22 (right). The user clicks “Self head similarity graph” button at the top of the head similarity graph to further explore the attention heads similarity within each model. By checking the self-head similarity graphs of two models in Figure 23, the user confirms that almost all of the attention heads of bert-base model’s 5th layer extract quite similar information because almost all squares in Figure 23 (left) are pretty dark. Self head similarity graph of the bert-large model (Figure 23 (right)) shows that most of the attention heads of the bert-large heads, except for the 5th and 14th head, also extract quite similar information. To examine what information is captured by these similar attention heads of the bert-base and bert-large models, the user brushes to select the heads that create the dark block in the head similarity graph (Figure 22 (right)(B)). The attention summary (Figure 24) summarizes the attention words of these selected heads. The user observes that most of the attention words from these attention heads are [SEP] tokens. The user knows that the classification accuracy of the bert-large model is still slightly higher than that of the bert-base model from the basic information panel, the user guesses the 5th and 14th attention heads of the bert-large model may extract extra and much more meaningful linguistic features.



The user then focuses on exploring the 14th attention head of the bert-large model. Because the user mainly focuses on the 14th attention head of the bert-large model now, the user randomly clicks a square on the row of the 14th head of the bert-large model in the head similarity view (Figure 22 (right)) to update the attention view (Figure 25). The user finds that the first words of all instances are always green or orange in the attention view. This means that the 14th heads of bert-large model could extract the positional information from the instances. Then, the user examines the 5th attention head of the bert-large model and the user also randomly clicks a square on the row of the 5th head of the bert-large model in the head similarity view (Figure 22 (right)) to update the attention summary (Figure 26). The user observes that the five longest green bars (bert-large model) are NOUN, ADJ, VERB, PROPN, and ADV. This probably indicates that this attention head tries to catch the parts of speech features in the sentences.



From the exploration by our tool, the user finds another potential reason why the bert-large model has slightly higher classification accuracy. That reason is that a few attention heads of the bert-large capture meaningful linguistic information that does not capture by the bert-base model. In addition, the user also finds that many attention heads capture quite similar information. This discovery suggests that a smaller model with fewer attention heads that requires less memory and has a faster prediction speed could still complete the same NLP task with similar classification accuracy.





7. Conclusions and Future Works


In this work, we develop a visual analytics tool to help model users compare asymmetric transformer-based models. We propose metrics that summarize attention vectors of test instances to evaluate the captured information similarity between layer and head combinations. The metrics help users identify the combinations worth for comparison. A visual analytics tool is developed based on an interactive overview-to-detail framework. Experts can input models and their target test instances into our system to test the performance of models, understand the detailed behavior of two models, and explore the reason that results in the performance difference. Experts can not only pick up the better-fit model for their NLP task but also improve the models after knowing the insight of the models. Users use our tool to explore models and explain why a large model does not significantly outperform a small one. Users also use our tool to interpret what linguistic features each layer and attention head would like to capture. We also interview experts and obtain their feedback. By their feedback, the design of the layer similarity graph can indeed help them quickly understand whether the learning process between models is similar. They agreed that the system’s design process was effective for comparing two models and identifying model details. At the same time, experts in the field also pointed out the weaknesses. The scatter plot does not change significantly under different parameter combinations, which makes it difficult to identify the differences in the scatter plots of different combinations. In the future, we can extend our system to more language tasks, such as text generation, language translation, etc.
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Figure 1. Our system contains six views. Overview (A) provides basic information about the model and visual reminders. The layer similarity view (B) visualizes layer similarity between the models. The left heat map in (B) is calculated based on all instances, and the right one is calculated based on the selected instances from (D). The head similarity view (C) calculates the similarity value of each head combination between the models. The left heat map in (C) is calculated based on all instances, and the right one is calculated based on the selected instances. Scatter view (D) shows the relation of confidence scores of instances and similarity at the instance level between the two models. The circle color indicates positive and negative instances. Attention view (E) shows the attention words of instances from two models and the ground truth in the model. The attention summary view (F) summarizes the statistic fundamental linguistic attribute of attention words. 
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Figure 2. An attention vector is generated for each word corresponding to each layer in the model. 
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Figure 3. The attention vector of the [CLS] token captures the linguistic information by the attention values. The thickness of the arrows represents the attention weights. 
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Figure 4. Illustration of the attention matrix calculation of “pay attention” at a layer. The attention matrix of this example is at step (6). 
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Figure 5. Visual system design procedure. The procedure shows the design and implementation loop to produce our final system. 
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Figure 6. Layer similarity graph. The graph summarizes similarity values for all layer combinations between the two models. Users can find layer combinations worth for exploring by observing patterns in this graph. x-axis and y-axis represent the one layer from each compared model. These two models have twelve and twenty-four layers. 
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Figure 7. Head similarity graph. After clicking a layer combination in the layer similarity graph, this graph will be shown. The graph shows the similarity for all head combinations and the similarity distribution of instances. The color represents the ground truth label of instances. 
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Figure 8. Self head similarity graph. The graph assists users to compare the similarity of all heads of a single layer in a model. The information from this graph can clearly indicate whether the behavior of these heads is similar. 
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Figure 9. Scatter view. This view helps users find interesting instances through confidence score, ground truth label, and prediction correctness of models. Green and red color circles indicate positive and negative emotion instances, respectively. Users can filter and select these instances in this view. 
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Figure 10. (a) is the layer similarity graph calculated from all instances. (b) is the filtered layer similarity graph calculated from the instances selected in the scatter view. 
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Figure 11. (a) is the head similarity graph calculated from all instances. (b) is the filtered head similarity graph calculated from the instances selected in the scatter view. The user can brush a region of heads in the filtered head similarity graph, our system will track the evolution of these attention words through the brushed heads and shows the result in the attention view. 
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Figure 12. Attention view. The view mainly presents the attention words of selected heads of the [CLS] token of instances in the two models. 
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Figure 13. Attention summary view. This view statistically summarizes the fundamental linguistic attributes of all attention words in the attention view. 
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Figure 14. The common flow to use our visual analytics system. 
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Figure 15. The (Left) figure shows three dark green blocks (dotted rectangles). This indicated that three layer groups in each model and a group and the corresponding group in the other model extract similar linguistic information. (Right) After clicking the square (orange arrow), the user observes that the head similarity graph of this layer combination has red bar charts that are left-skewed. 
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Figure 16. The user filters the instances of lower similarity and selects them all. 
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Figure 17. Many negative words are attention words of the bert-base model. 
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Figure 18. When showing instances with high similarity, many wordpieces are attention words of the bert-large model. 
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Figure 19. The user checks combinations close to the decision layer and similar to the 11th layer of bert-base model. 
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Figure 20. The user checks the heads of bert-large which is similar to the eighth head of bert-base. 
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Figure 21. Many negative words are attention words of both models and some negative words are attention words that belong to bert-large only. 
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Figure 22. The user explores the layer similarity group to find a layer combination (orange arrow) in the corresponding head similarity graph with two clear blocks. 
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Figure 23. (Left) All heads in the bert-base are similar to each other. (Right) All heads in the bert-large are similar to each other except for the 14th and 5th heads (the red box). 
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Figure 24. [SEP] dominates the attention words in both models. 
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Figure 25. Almost all attention words of the bert-large model are the first word of instances. 
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Figure 26. The five longest bars of the bert-large model are NOUN, ADJ, VERB, PRON and ADV. 
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[SEP]
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