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Abstract: To solve the problem of the high cost of transient temperature simulation in the whole
construction process of an asphalt-concrete core wall, a novel adaptive degree of freedom conden-
sation algorithm for simulating transient temperature is proposed. This method establishes the
judgment criterion of degree of freedom condensation based on the error estimator of mesh and
the artificial energy added by degree of freedom condensation. In this method, the transformation
matrix between the master and slave degrees of freedom is constructed based on the shape function
interpolation relationship between the initial coarse mesh and the multi-level refined mesh. In the
transient calculation process, this method can automatically identify the positions where temperature
distribution and value are stable and condense the considered slave degrees of freedom to master
degrees of freedom through the transformation matrix at any time to reduce the unnecessary degrees
of freedom. In this paper, three numerical examples show that the proposed method can effectively
reduce the cost of matrix factorization and the solving the equation in the finite element method at
the cost of small precision loss in the long-term transient temperature simulation.

Keywords: degree of freedom; adaptive condensation; coarsening judgment criterion; asphalt con-
crete; core wall; transient temperature

1. Introduction

Asphalt concrete is a kind of viscoelastic-plastic and environmentally friendly material
that is widely used in road construction, general construction, water conservancy, and
other engineering fields. In the field of water conservancy, asphalt concrete is generally
used as the core wall of embankment dam to prevent seepage because it has the special
characteristics of low permeability to ensure water tightness, high flexibility preventing
cracking due to imposed embankment deformations, resistance to aging, and good self-
healing capacity and resistance against erosion [1]. Because of these advantages, more
and more rockfill dams use asphalt-concrete core walls as impermeable structures. Up
to now, more than 200 asphalt-concrete core-wall dams have been built in the world, the
most representative of which include Storglomvatn Dam in Norway [2], Finstertal Dam in
Austria [3], and Yele Dam and Quxue Dam in China [4,5].

There have been many studies on the long-term health of concrete dams [6,7], but the
service behavior of the asphalt-concrete core-wall dam is not clear. The asphalt-concrete
core wall is the main impermeable structure, and its impermeable performance directly
affects the health of the whole dam. The construction quality of the asphalt-concrete core
wall is a key factor in achieving good impermeability. The poor quality of the construction
can lead to construction defects such as cracks or holes in the core wall, which if not healed
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can lead to potential leakage paths affecting the impermeability of the core wall. Asphalt
concrete is a viscoelastic-plastic material that is temperature-sensitive, and its mechanical
properties and construction quality are temperature-dependent, so the temperature of
the asphalt concrete needs to be controlled during construction [8,9]. If there is a long
interval between the construction of the asphalt-concrete core-wall layers, the surface of
the core-wall layers will cool to low temperature (especially in cold areas) and temperature
cracks will easily appear between the layers which will create potential defects. However,
if the interval between the construction of the asphalt-concrete core wall is short, the
compaction of the asphalt concrete in a high temperature state will be poor and can lead
to an uncompacted core wall, which can also result in holes or cracks. So, safeguarding
the impermeability of asphalt-concrete core walls requires one to pay attention to the
temperature changes in the asphalt-concrete core walls. Specifically, each layer of asphalt
concrete needs to be paved and compacted at high temperatures until it cools and becomes
hard. Only then will the latter layer be allowed to continue construction. From the point of
view of heat transfer, the high temperature of the latter layer affects the temperature state
of the previous layer. However, there are few research studies to simulate the temperature
change of the asphalt-concrete core wall from the construction period to the operation
period, and it is common to use a laboratory test to obtain mechanical parameters at a
certain temperature to simulate the mechanical properties of the core wall, which will be
difficult to guide and will guarantee the construction quality of the asphalt-concrete core
wall from the perspective of numerical calculation. For this reason, to obtain the mechanical
properties of the asphalt concrete at any location in the core wall during the construction
period, it is necessary to simulate the temperature during the paving and cooling of the
asphalt concrete. Moreover, a problem with simulating the paving and cooling of the
asphalt-concrete core wall is that a layer of asphalt concrete is typically 20–25 cm [1,10],
which is a large difference in scale compared to the tens to hundreds of meters of the whole
core wall. If each layer were to be finely simulated during the construction period, its
computational cost would increase significantly.

According to the construction and service features of the asphalt-concrete core wall,
we can know that the core-wall temperature has the following two characteristics. Firstly,
because the core wall is inside the dam and the rockfill material plays the role of thermal
insulation, external temperature has less influence on the core-wall temperature, and
eventually the core-wall temperature gradually tends to a stable interval. Secondly, the
core-wall layers further away from the current construction layer do not have significant
temperature fluctuations influenced by the construction layer. In summary, the location of
the large temperature gradient in the core wall changes with the progress of construction
and the temperature gradient tends to decline with time, that is, the distribution of the
rapid temperature changes is local in space and time.

Considering the characteristics above, we find that the construction of asphalt-concrete
core walls has a similar process to that of multi-layer deposition of materials in additive
manufacturing, in which they have the same characteristics of temperature change. There-
fore, the simulation method for multi-layer deposition is useful for the simulation of
asphalt-concrete core walls. The finite element method is widely used in solving such
problems due to its adaptability to irregular geometric computational regions, its ability
to obtain reliable and convergent approximate solutions with refined mesh, and its effi-
ciency at solving symmetric strip sparse arrays. There has been an amount of research
into the thermal finite element simulation of multi-layer deposition of materials [11–14].
For thermal simulations of multi-layer deposition, at the beginning of the simulation, the
corresponding element of the material that has not yet been deposited is set to a quiet state,
and when a moving energy source is applied to the element, the element is switched to
active. In comparison, the thermal simulation of the construction of asphalt concrete is
simpler because there is no need to set up an external moving energy source. For the layers
that have been constructed, the new layer is similar to a gradually cooling heat source with
direct heat transfer through solid contact. Like the construction of asphalt-concrete core
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wall, in multi-layer deposition manufacturing of large parts, the analysis time increases
with the number of nodes (or degrees of freedom) in the model [15]. Compared to the full
meshes, the use of adaptive meshes at this time is effective at reducing the computational
time. The most common method of adaptive mesh is to regenerate new elements in the
geometry based on coarsening or refinement criterion according to the results of the current
time step and then to map the results between refined and coarse meshes. The methods to
reduce the size of the computation by building adaptive meshes include the layer-by-layer
coarsening of the mesh based on layer distribution [15–17], the coarsening of the mesh
based on user-defined classifications [18], the coarsening of the mesh based on localized
conformal coarsening [19,20], and the coarsening of the mesh based on the hierarchy of
refinement levels defined by an octree parental structure [21–24]. The advantages of this
geometrically adaptive mesh are that it directly shows the changes in the model and high-
lights the locations that require attention, but the disadvantages are that an amount of
element information needs to be handled. This information includes the complex relation-
ships of parent and child element [21], the repositioning and recalculation of element nodes
and Gaussian integration points [15,24], and the calculation of corresponding coefficient of
interpolation [17]. Considering that most of the time in finite element method (FEM) calcu-
lations is spent in solving large systems of equations, the larger the system of equations,
the longer the time required to solve them. It is well known that the size of the systems of
equations is directly related to the number of degrees of freedom (DOFs), and it is clear
that the DOFs are associated with the nodes. The geometrically adaptive mesh discussed
earlier reduces the number of DOFs by reducing that of nodes. If the number of DOFs can
be reduced directly, that is, the size of equations can be reduced from the algebraic point of
view, even without changing the nodes, it is clear that the time to solve the equations can
be reduced.

In computational mechanics, the DOF condensation method can reduce the number of
DOFs in the stiffness matrix [25]. The method was first proposed by Guyan in 1965 and was
named static condensation because it is only accurate for static problems [26]. Later, the
method began to be extended to dynamic calculations [27–29]. DOF condensation methods
are currently mostly used to analyze substructures where users focus on regions that have
some characteristics, that is, substructuring analysis [30]. This eliminates some or all of the
DOFs in other regions and then allows for the detailed analysis of the localized region (e.g.,
the simulation of large reinforced concrete structures with localized nonlinearities [31,32]).
In fact, similarly, based on the error-control method, it is possible to eliminate some DOFs
and obtain the satisfactory results with the analysis of the global region [33].

Considering that the temperature inside the core wall generally decreases and stabi-
lizes from the construction period to the operational period, there will be no significant
difference in temperature between the multiple core wall construction layers inside. In
this case, an approximately accurate result can be calculated by eliminating some of the
local DOFs and retaining only a small number of DOFs in the global region. Therefore, this
paper proposes an adaptive DOF condensation method to automatically eliminate the tem-
perature DOF of the core wall at a different time and then eventually achieve the reduction
of the computational time and ensure the accuracy of the calculation results required.

In this paper, Section 2 provides the derivation process of the method proposed in
this paper and introduces the corresponding coarsening criterion and the transformation
matrix used. Three examples are used in Section 3. The first and second examples verify the
efficiency and accuracy of the method for the calculation of the transient temperature field
in the invariant and variable computational domains, respectively. Additionally, based
on an engineering problem, the third example verifies the applicability of the method to
simulate the temperature field in the construction process of asphalt-concrete core wall.
Similar to the simulation of the transient temperature field during the construction period
of asphalt-concrete core walls, usually such problems have large differences in structural
spatial scales, long computational time domains, and high model-refinement requirements.
Section 4 summarizes the cost advantages and limitations of the method proposed in this
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paper when solving this type of problem and also describes the possible directions for
further improvement.

2. Methodology

The adaptive DOFs condensation method proposed in this paper derives the discretiza-
tion form of the basic equation of the DOFs condensation for the transient heat-conduction
problem, adaptively judges DOFs condensation based on the error estimator and coarsen-
ing criterion, and establishes the transformation matrix between the master and slave DOFs
based on the interpolation relationship between the coarse mesh and the refined mesh. The
method proposed in this paper is abbreviated as ADOF-FEM in the following sections.

2.1. DOFs Condensation of Transient Heat-Conduction Problem

Firstly, consider the basic form of the static equations:

[K]{u} = {F} (1)

The equation can be divided into two groups: the master DOFs, which will be retained,
here denoted by the subscript m, and the slave DOFs, which will be removed, here denoted
by the subscript s. [

[Kmm] [Kms]
[Ksm] [Kss]

]{
{um}
{us}

}
=

{
{Fm}
{Fs}

}
(2)

Define a transformation matrix [R]

{u} =
{
{um}
{us}

}
= [R]{um} (3)

Substitute Equation (3) into Equation (1) and multiplying both sides of this equation
by a matrix [R]T . It can be written in a similar form:[

K̂
]
{û} =

{
F̂
}

(4)

where: [
K̂
]
= [R]T [K][R] (5)

{û} = {um} (6){
F̂
}
= [R]T{F} (7)

Applying the Galerkin method for the transient equations subjected to appropriate
boundary and initial conditions, the basic form of the transient heat conduction equations
can be written as follows [34]:

[C]
{

Ṫ
}
+ [K]{T} = {F} (8)

where [C] is the global heat capacitance matrix; [K] is the global conductivity matrix, which
contains the heat conduction matrix and the contribution matrix of heat flow boundary to
heat conduction matrix; {F} is the thermal force vector, which is contributed to by the heat
flow boundary and the heat source; {T} represents the temperature; and

{
Ṫ
}

represents
the derivative of temperature with respect to time.

As suggested by Guyan [26], the mass matrix in the basic form of the dynamic equa-
tions can be reduced through the transformation matrix given in Equation (3). Similarly,
the temperature and the derivative of temperature with respect to time are assumed to
have the same transformation relationship in the master and slave degrees of freedom:

{T} =
{
{Tm}
{Ts}

}
= [R]{Tm} (9)
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{
Ṫ
}
=

{ {
Ṫm
}{

Ṫs
} }

= [R]
{

Ṫm
}

(10)

Substituting Equations (9) and (10) into Equation (8):[
Ĉ
]{

Ṫm
}
+
[
K̂
]
{Tm} =

{
F̂
}

(11)

where

[
Ĉ
]
= [R]T [C][R] (12)

[
K̂
]
= [R]T [K][R] (13)

{
F̂
}
= [R]T{F} (14)

Using the generalized Newmark method [35], the temperature and the derivative of
the temperature with respect to time are as follows, respectively:

T(n+1) = T(n) + ∆tṪ(n) + β∆t∆Ṫ(n) (15)

Ṫ(n+1) = Ṫ(n) + ∆Ṫ(n) (16)

where, n + 1 and n represent the time step; ∆t represents the time difference between time
steps; β is the Newmark parameter; and the parameter generally is 0.5 when using the
implicit solution method.

Substituting Equations (15) and (16) into Equation (11), Equation (11) can be discretized
in the time domain as follows:([

Ĉ
]
+ β∆t

[
K̂
]){

∆Ṫ(n)
m

}
=
{

F̂
}
−
[
Ĉ
]{

Ṫ(n)
m

}
−
[
K̂
]({

Tm
(n)
}
+ ∆t

{
Ṫ(n)

m

})
(17)

2.2. Error Estimator

For heat-conduction problems, there are locations with large or small temperature
gradients, the former of which require a refined mesh and the latter of which can use a
coarse mesh. However, it is usually difficult to obtain the laws before calculation. Moreover,
the temperature gradient changes over time for transient heat-conduction problems, and
regions with a large temperature gradient may be smaller after a number of time steps.
At this time, the initial refined mesh, which has a large number of DOFs, will have a
large computational cost, so it is important to reduce the DOFs without affecting the
computational accuracy too much.

In fact, it is necessary to obtain the global error of the whole computed domain before
considering DOFs condensation. If the error exceeds the prespecified error limit, it is
usually recommended that the mesh needs be refined to achieve a better calculation result,
and conversely if the error is small the mesh can be coarsened. The error is calculated
from the approximate solution of the computational mesh and the analytical solution of
the partial differential equation, but the analytical solution of the practical engineering is
usually not available (obviously, there is no need to perform a finite element calculation if
the analytical solution has already been obtained). Therefore, an error estimator is needed
to estimate the global error of the current calculation result.

Zienkiewicz and Zhu [36] first proposed a simple error estimator for the linear elas-
tic static problem, and then Franca and Haghighi [37] derived an error estimator for
heat-conduction problems that use the most commonly used energy norm and apply the
boundary conditions results. It can be defined as
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‖e‖2 =
∫

Ω
∇(T − T̄)Tk∇(T − T̄)dΩ +

∫
Γq
(T − T̄)h(T − T̄)dΓq (18)

where T is the temperature calculation value and T̄ is the temperature exact value, respec-
tively; k is the thermal conductivity coefficient; h is the convective heat-transfer coefficient;
Ω is the computational domain; and Γq is the heat flow boundary.

Similarly, the exact energy norm considered to be a measure of the total heat dissipation
in the whole domain can be calculated as

‖q‖2 =
∫

Ω
∇TTk∇TdΩ +

∫
Γq

ThTdΓq (19)

A relative error measure can be defined as

η =
‖e‖
‖q‖ × 100% ≤ η̄ (20)

where η̄ is a prespecified error limit for the global relative error and the relative error is
bounded by it.

Zienkiewicz and Zhu [36] use the smoothed values of stresses instead of the exact
values to calculate the error norm. Similarly, Huang and Lewis [38] applied the smoothing
procedure to heat-transfer problems. Using the smoothing procedure, the computation
field in Equation (18) can be replaced with the smoothed values. The smoothed temper-
ature gradient at any location within the element can be interpolated by the smoothed
temperature gradient of the nodes and the shape functions. It can be calculated as:

∂T∗

∂xi
=

n

∑
j=1

Nj
∂T̃j

∂xi
(21)

where n is the number of nodes per element, Nj are the shape functions, ∂T̃
∂xi

are the

smoothed temperature gradient of the nodes, and ∂T∗
∂xi

are the values of the smoothed
temperature gradient an any point in the element, respectively.

In the case of transient heat conduction, the precondition for mesh coarsening is not
only that the error of a certain step is below the prespecified error limit but also to ensure
that the error is below the tolerance value for a long time. Franca and Haghighi [37]
proposed the variation of the error with respect to time to determine the trend of error over
time, and to ensure that the mesh can be coarsened during this time. It can be calculated as

η̇ =
|ηt+∆t − ηt|

∆t
≤ ¯̇η (22)

where ηt+∆t is the error at the time t+∆t; ηt is the error at the time t ; and ¯̇η is a prespecified
tolerance value for η̇.

2.3. Mesh-Coarsening Criterion

The error estimator introduced in Section 2.2 quantifies the posterior error calculated
in the computational domain based on the current mesh; if the mesh coarsening is carried
out at this time, the difference values between the mesh before and after the coarsening is
difficult to obtain in advance, so it is necessary to establish a mesh-coarsening criterion to
ensure that the additional calculation error introduced by the coarsening process solves the
problem or meets the engineering requirements.

Coarsening is actually the reverse of refinement, so the method of refinement should
be introduced first. There are two main directions of refinement. The first refinement is
the simple reduction of the subdivision size (h-refinement), and the second refinement
uses the high-order shape functions (p-refinement). It is usually simple and natural for
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most engineers to use h-refinement, and the method proposed in this paper is also based
on h-refinement.

If refinement improves computational accuracy, then coarsening as the reverse of
refinement certainly adds additional errors that, in the form of energy, can be seen as
artificial energy. This artificial energy Ea can be quantified as [39]:

Ea = Ec − Er (23)

where Ec and Er are the energy stored in the coarsened mesh and the original refined mesh,
respectively. It is assumed that the mesh is unchanged before time t(n) and coarsening at
time t(n+1); we can obtain that E(n)

c and E(n)
r are equal. So, the artificial energy Ea added at

time t(n+1) can be quantified as

Ea = E(n+1)
c − E(n+1)

r = ∆Ec − ∆Er (24)

where ∆Ec and ∆Er are the difference of Ec and Er between time t(n) and time t(n+1),
respectively.

The energy E stored in the domain Ω is

E = ρcρ

∫
Ω

T(x, y, z, t)dΩ (25)

where ρ is the density of the material and cρ is the specific heat capacity of the material; the
unit of temperature needs to be convert to Kelvin, K .

And the difference of E between time t(n) and time t(n+1) is

∆E = ρcρ

∫
Ω

(
T
(

x, y, z, t(n+1)
)
− T

(
x, y, z, t(n)

))
dΩ (26)

Assuming that the mesh is unchanged before time t(n) and coarsening at time t(n+1),
the temperature at time t(n) has the following relationship:

T(n)
c = T(n)

r (27)

Using Equation (26) and substituting Equation (27), Equation (24) can be written
as follows:

Ea = ρcρ

∫
Ω

(
Tc

(n+1) − Tr
(n+1)

)
dΩ (28)

The large difference in the energy stored in different time steps and different elements
will make it difficult to compare the added artificial energy, so it is necessary to use the
relative artificial energy as the coarsening criterion. The relative artificial energy can be
written as

εa =
Ea

Er
× 100%,|εa| ≤ ε̄ (29)

where ε̄ is the maximum allowable relative artificial energy in the element in order to
allow coarsening.

Consider a heat-conduction problem in which the temperature field changes gradually
stabilize; a very small amount of the value of the relative artificial energy sometimes
appears in the early time of the calculation, which leads to an incorrect judgment that the
current step satisfies the coarsening criterion. In order to prevent an incorrect judgment,
the other coarsening criterion is established as follows:

ε̇a =

∣∣∣ε(n+1)
a − ε

(n)
a

∣∣∣
∆t

≤ ¯̇ε (30)
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Based on the method of h-refinement, it is assumed that the initial computational mesh
is formed by refining the initial coarse elements n times, and the initial coarse elements are
defined as level 0, while all the elements formed by refining once are level 1, and so on, and
the elements of the initial computational mesh are all level n.

When all of the higher-level elements (refined mesh) contained in a lower-level element
(coarse mesh) meet the above two coarsening criteria at a certain time then the DOFs
contained in the lower-level element are the master DOFs, and the others contained in the
higher-level elements are all regarded as slave DOFs and reduced by the transformation
matrix. It is important to note that the DOFs on the boundary need to meet the boundary
conditions, so the condensation of them is not considered.

2.4. Establishment of the Transformation Matrix

The positions of all of the DOFs of the elements refined from the coarse element are
contained within the coarse element. The unknown variables at any position in an element
can usually be interpolated from the nodes through the shape function. So, taking a coarse
element and the refined elements contained within it as an example, the DOFs contained
in the coarse element nodes are the master DOFs and the rest of the DOFs in the refined
elements, which are regarded as the slave DOFs that can be interpolated by the shape
function. For the temperature unknown variable, each slave DOF can be calculated as

Ts =
n

∑
i=1

NiTi
m (31)

where, Ts is the temperature unknown variable of the slave DOF, Ti
m is the temperature

unknown variable of the i-th master DOF in the coarse element that contains Ts, n is the
number of the nodes in the coarse element, and Ni is the shape function component of the
i-th DOF in the coarse element.

Because all the temperature unknown variable of slave DOFs is computed by linear
combinations of the temperature unknown variable of master DOFs and the shape function
component, the transformation matrix between the DOFs array and the master DOFs
array is actually the combination of the shape function component and the identity matrix
elements. Additionally, the shape function components are easily decided by the refining
process of the initial coarse mesh.

2.5. Adaptive DOFs Condensation of Transient Heat-Conduction Problem

The adaptive DOFs condensation of the transient heat-conduction problem needs
to establish a set of initial meshes ranging from coarse to refined, and then the DOFs
condense gradually on the basis of the refined mesh. The establishment process of a
simple two-dimensional initial computational mesh is shown in Figure 1. The initial
computational mesh is refined twice on the basis of the initial coarse mesh, and each
refinement involves the edge of a low-level element divided into two edges, that is, one
low-level element refined into four high-level elements. The process is preset by the user
before the computation process, and the initial computational mesh is used in the first
computation time step.
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Initial coarse mesh
(Level 0 elements)

Refined mesh
(Level 1 elements)

Initial computational mesh
(Level 2 elements)

Refine Refine

N1 steps N2 steps N3 steps

81 master DOFs 49 master DOFs 41 master DOFs 33 master DOFs

(a)

(b)

Figure 1. Illustration of adaptive DOFs condensation: (a) Form the initial computational mesh.
(b) Condense the DOFs with the computation time step.

For the transient heat-conduction problem, temperature is the scale variable, and
each node corresponds to a temperature DOF, respectively. Then, the process of DOFs
condensation with the computation time step is shown in Figure 1. The calculation process
of ADOF-FEM is shown in the Figure 2.

1. Establish the initial coarse mesh according to the practical problem of transient
heat conduction.

2. Considering the requirements of the problem, the user presets the refinement process
of the coarse mesh and establishes the initial computational mesh. Then, the program
obtains the shape function components between the different levels of the elements.

3. Begin the transient temperature-field calculation using the initial computational mesh.
4. Calculate the global error of the current time step by error evaluation. When the

global error is less than the prespecified tolerance value, judge whether the coarsening
criterion is met. Define the DOFs that meet the coarsening criterion as slave DOFs,
while the rest are master DOFs.

5. Assemble the transformation matrix according to the shape function component and
the information of master and slave DOFs.

6. Calculate the new FEM basic equation according to the transformation matrix and
solve for the unknown variable of master DOFs.

7. Solve for the unknown variable of slave DOFs using the transformation matrix ac-
cording to the solution of the unknown variable of master DOFs.

8. Continue to compute the solution of the next time step.

In addition, it is worth noting that when using ADOF-FEM, as the slave DOFs are
condensed, the contributions of the slave DOFs to the conductivity matrix need to be
accumulated onto the master DOFs according to the transformation matrix, which increase
the bandwidth of the matrix. However, since the transformation relationship between
master and slave degrees of freedom is local and only a small range of slave degrees
of freedom contribute to the corresponding master degrees of freedom, the increase in
bandwidth should also be limited and the whole conduction matrix remains a diagonal
sparse matrix.
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Start

Establish initial coarse 
mesh

Establish initial 
computational mesh

Get shape function 
components

Finite element analysis
(i = 1, First time step)

Error evaluation

Element artificial energy

DOF number k=1

k <= DOF 
total number

Slave 
DOF

Master 
DOF

k = k + 1

Assemble transformation 
matrix

Calculate new FEM 
equation

i = i + 1

i < Final time step

End

Yes

No

Finite element analysis
(i-th time step)

Yes

No

Yes

No

Yes No

     ,

,a a     

Figure 2. Flow diagram of ADOF-FEM.

3. Numerical Example
3.1. Example 1

In order to verify that the adaptive DOFs condensation algorithm can effectively reduce
the computational cost of the transient temperature field with a small loss of accuracy, the
first example is a two-dimensional transient heat-transfer problem without a heat source,
whose computational domain is unchanged [40]. In this paper, we calculate the results of
different numbers of elements with and without adaptive DOFs condensation and record
the computational time. The calculation results are then compared with the analytical
solutions to show the changes in computational accuracy.

Suppose that there is an infinitely long steel block with cross-section that is 200× 200 mm,
a heat-conduction coefficient of steel k = 25 W/(m·◦C), a density of steel ρ = 7850 kg/m3,
specific heat cρ = 500 J/(kg·◦C), and the surface heat-transfer coefficient between the steel
and the external medium h = 2000 W/(m2·◦C). The initial temperature of steel T0 = 860 ◦C
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and the temperature of the external medium Ta = 20 ◦C. The coordinate origin is in the
center of the cross-section.

The analytical solutions of temperature in different regions of steel block can be
obtained by the separation of variables method (SVM) and Newman’s multiplication
theorem. The specific expression of the analytical equation of temperature can be found in
the paper.

In this paper, we take the internal position coordinates (0,0), (25,0), (50,0), and (75,0)
and the surface position coordinate (100,0) of the steel block as the analysis positions and
then use the meshes with different numbers of elements to calculate the FEM results. The
initial coarse mesh is divided evenly into square elements, each element is 10 mm long,
and the mesh contains a total of 400 elements and 441 nodes. On the basis of the coarse
mesh, it is refined 1 and 2 times, and the refined meshes, which are named refined1 and
refined2, contain 1600 elements and 6400 elements, respectively. The FEM time step is 1 s,
and a total of 3600 steps are calculated.

In order to show the advantages of ADOF-FEM in using the refined model to calculate
the transient temperature, we first measured the finite element computational time with
and without adaptive DOFs. In this paper, Intel MKL PARDISO is used as the solution
method of the FEM equation. The total computational time mainly includes assembling the
global conductivity matrix, setting DOFs, matrix factorization, and solving the equation.
Table 1 shows the computational time of Example 1 with and without adaptive DOFs
for different numbers of elements. As can be seen from Table 1, the main computational
cost is matrix factorization, followed by solving the equation and assembling the global
conductivity matrix (the more numerous the elements, the higher the computational cost).
When ADOF-FEM is used, the interpolation relationship between master and slave DOFs
needs to be judged when assembling the global conductivity matrix, and DOFs needs to be
set several times in the whole calculation process, so the computational cost of these two
parts increases. However, because of the size of the equation, that is, because the number
of DOFs can be reduced gradually based on the calculation results, the matrix factorization
time can be saved effectively, which accounts for about 80% of the total time. As shown
in Figure 3, it shows how the number of DOFs changes over time when ADOF-FEM is
used. The computational domain of example 1 is invariant, so the DOFs of Example 1 are
gradually condensed when using ADOF-FEM. When the time reaches half of the simulation
time, the master DOFs used for calculation are those on the boundary and the lowest level
DOFs in the coarse mesh. The process of DOFs change is similar to that demonstrated in
Figure 1b, which basically reaches the limit of what can be condensed, so the number of
DOFs no longer changes.

Therefore, the use of ADOF-FEM can reduce the total cost of calculating the transient
temperature field, and the more elements, the more cost is saved. The computational
time of Refined1 with adaptive DOFs is 82.26% of that without adaptive DOFs, while
the computational time of Refined2 with adaptive DOFs is only 61.03% of that without
adaptive DOFs. Therefore, the more elements there are, the higher the computational cost,
which can be saved by using ADOF-FEM.

Table 1. The computational time of Example 1 (Unit: ms).

Time(ms) Coarse Refined1 Refined2
FEM ADOF-FEM FEM ADOF-FEM

Assemble global conductivity matrix 561 1308 3081 5059 9673
Set DOFs 1 2 59 5 539
Matrix factorization 4171 12,364 8374 57,686 26,867
Solve equation 823 2460 1758 4164 3756
Total 5556 16,134 13,272 66,914 40,835

In addition to discussing the advantages of ADOF-FEM in saving computational cost,
it is also necessary to analyze the accuracy of the algorithm, that is, whether there is a large
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loss of accuracy leading to the distortion of the calculation results. In this paper, the root
mean square error (RMSE) between the FEM result and the analytical solution is used to
represent the accuracy in the computational time domain. The RMSE of the FEM result
with or without adaptive DOFs is shown in Table 2, where the master DOFs at positions
(0,0), (50,0), and (100,0) are unchanged and the master DOFs at positions (25,0), (75,0) are
transformed into the slave DOFs when using ADOF-FEM.

Figure 3. The change of the number of DOFs in Example 1.

Table 2. The RMSE of the result of Example 1.

Position

Coarse Refined1 Refined2

FEM FEM ADOF-FEM Relative FEM ADOF-FEM Relative
RMSE RMSE RMSE Difference RMSE RMSE Difference

(0,0) 0.8067 0.3886 0.3904 0.45% 0.2850 0.2861 0.35%
(25,0) 0.7898 0.3600 0.3601 0.01% 0.2663 0.2666 0.15%
(50,0) 0.5742 0.2929 0.2951 0.77% 0.2258 0.2271 0.59%
(75,0) 0.9603 0.2731 0.2720 -0.39% 0.2368 0.2366 -0.06%

(100,0) 3.0676 1.3934 1.3935 0.01% 0.8351 0.8353 0.03%

As can be seen from Table 2, the calculation accuracy of the finite element increases
with the increase of the number of elements, which is consistent with the general law. The
RMSE results of refined meshes with adapive DOFs are slightly different from those of
the original refined meshes; in other words, when using ADOF-FEM there is only a small
loss of the accuracy, and even better accuracy at few positions due to a coincidence of
calculation conditions. Combined with Figure 3, it can be seen that the number of DOFs of
the refined meshes gradually decreases with time, which is close to the number of DOFs of
the coarse mesh eventually, but the accuracy of the refined mesh with adaptive DOFs is
much higher than that of the coarse mesh.

In addition, the loss of the accuracy is also different at different positions. The accuracy
on the surface can be consistent with that of the refined mesh since the DOFs on the surface
are not condensed, while the loss of the accuracy at position (50,0) is greater than that
of other positions, which is due to a large number of DOFs near this position condensed
at the same time. Moreover, the improvement in accuracy at position (75,0) may be due
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to the fact that its relative error after the transformation of the master DOF to the slave
DOF is independent of the cumulative error in the previous time step caused by the time
discretization of that DOF. Figure 4, respectively, shows the relative error between the FEM
result and the analytical solution at positions (50,0) and (75,0).

(A) (b)

Figure 4. Relative error at typical positions of Example 1: (a) relative error at position (50,0). (b) Rela-
tive error at position (75,0).

By comparing the relative errors of Refined1 and Refined2 with or without adaptive
DOFs in Figure 4a, it can be seen that the maximum relative error at position (50,0) of
Refined1 with adaptive DOFs is not larger than that of the initial coarse mesh, and the
maximum relative error of Refined2 with adaptive DOFs is only slightly larger than that of
Refined1, which indicates that the timing of adaptive condensation of DOFs is appropriate.
As some of the master DOFs transform into slave DOFs, the other untransformed master
DOFs do not introduce large errors.

As can be seen from Figure 4b, due to the small number of elements in the initial
coarse mesh, the position (75,0) has no corresponding DOFs, and its result is calculated by
the linear interpolation of the DOFs of the elements it is in, which has very poor accuracy,
while in Refined1 and Refined2, the corresponding positions have DOFs and the calculation
accuracy is much better than that of the initial coarse mesh when the temperature gradient
is large initially. When using ADOF-FEM, the position (75,0) is transformed from the
master DOF into the slave DOF, and its value is obtained by the linear interpolation of
the surrounding master DOFs. At this time, the relative error at the position is only
related to that of the surrounding master DOFs and not to the error of this DOF itself
due to discretization. According to the previous content, the relative error of the other
unchanged master DOFs is small on its own, while the additional error introduced by
the DOF transformed based on the coarsening criterion is less than the error tolerance.
Therefore, the relative error can be controlled within a small range when the master DOF is
transformed into the slave DOF.

Furthermore, although the number of DOFs continues to decrease, the loss of accuracy
gradually decreases instead of increasing, which indicates that when the temperature
of this position is gradually stable, fewer DOFs can meet the computational accuracy
requirements. Based on the above performance, ADOF-FEM effectively takes into account
both the computational cost and the computational accuracy requirements.

3.2. Example 2

The objective of this paper is to simulate the temperature field in the construction
process of asphalt concrete, so the computational domain of transient heat transfer should
be considered to change with time. Example 2 verifies the applicability of ADOF-FEM in the
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variable computational domain where the variable computational domain is simulated by
the birth–death element method. More specifically, the parts have been constructed to par-
ticipate in the calculation as birth elements, while the parts that have not been constructed
are defined as death elements that do not participate in the calculation. With the progress
of construction, the death elements are gradually transformed into the birth elements.

Example 2 has four layers of asphalt concrete, and the height and width of each layer
are 30 cm and 60 cm, respectively. The parameters of the material are as follows: the
heat-conduction coefficient of asphalt concrete k = 1.5 W/(m ·◦ C), the density of asphalt
concrete ρ = 2280 kg/m3, the specific heat cρ = 1075 J/(kg ·◦ C), and the surface heat-
transfer coefficient between the asphalt concrete and the air outside h = 17.22 W/

(
m2 ·◦ C

)
.

The initial temperature of each layer of asphalt concrete T0 = 150 ◦C, and the temperature
of the air outside is Ta = 20 ◦C. The boundary conditions of the model are as follows:
the upper surface and the two sides are the heat dissipation boundary (the third type of
boundary conditions), and the bottom surface is the adiabatic boundary. The calculation
condition is that each layer dissipates heat for 12 h, and then the latter layer is started to
construct, that is, the construction interval is 12 h.

The FEM mesh of Example 2 is shown in the Figure 5. The initial coarse mesh contains
a total of 288 elements and 325 nodes, and the initial computational mesh which contains
4608 elements and 4753 nodes, is refined two times on the basis of the coarse mesh. The
computational time domain includes the heat dissipation for 12 h after the construction
of the first three layers and the overall heat dissipation for 120 h after all the construction
where the FEM time step is fixed as 1 min. In fact, the construction of the latter layer will
have a great influence on the temperature of the previous layer. In order to avoid the large
error, Example 2 is required to condense the DOFs of the previous layer (except for the last
layer) only after the construction of the latter layer is completed.

Layer1

Layer2

Layer3

Layer4

60cm

30
cm

12
0c

m

Initial coarse mesh Initial computational mesh

Refine

Figure 5. The FEM mesh of Example 2.

Figure 6 shows the FEM results of the temperature field based on the initial computa-
tional mesh, and Figure 7 shows the FEM results with adaptive DOFs. Figure 8 shows the
distribution of master and slave DOFs of the model when ADOF-FEM is used. It can be
seen that the temperature field in the construction process of asphalt concrete is actually
the heat transfer from the new layer to the old layers. The points with a large temperature
gradient are basically distributed in the new layer and then move down slowly with time.
At the same time, the value of the temperature gradient also gradually decreases with time,
and this is also reflected in the change of the condensation range of DOFs. The results
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calculated by using ADOF-FEM are a little rougher than those calculated by using all of the
DOFs, but their distribution is consistent and the error is relatively small. Therefore, when
the transient temperature field of the asphalt-concrete core wall construction is simulated
by FEM, using ADOF-FEM can still obtain satisfactory results.

6h 18h 30h

42h 54h 66h

Figure 6. The temperature contour of Example 2 (FEM).

6h 18h 30h

42h 54h 66h

Figure 7. The temperature contour of Example 2 (ADOF-FEM).
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6h 18h 30h

42h 54h 66h

DOFs
Master DOFs
Slave DOFs

Figure 8. The distribution of DOFs of Example 2 (ADOF-FEM).

Figure 9 compares the changes of the DOFs of the model over time steps with or
without using ADOF-FEM and shows their total computational time. The computational
domain of Example 2 is variable, so each time the computational domain is increased
some new DOFs are added, while the DOFs condensation proceeds in parallel. So, the
number of DOFs is first increased, then slowly reduced, and then increased again. When
the computational domain is no longer increasing, the number of DOFs in Example 2
changes similarly to Example 1, and eventually, the number of DOFs no longer changes.
It can be seen that in the FEM simulation of the transient temperature field of the asphalt
concrete construction, the number of DOFs gradually increases as the computational
domain gradually increases, but after using ADOF-FEM, the number of DOFs can be
controlled within a range. A period of time after the end of construction, more DOFs can
be condensed as the temperature gradient gradually becomes smooth because at this time
a smaller number of DOFs can be used to obtain a good result. In Example 2, the final
number of DOFs when using ADOF-FEM is only 10% of that used in FEM, and about 60%
of the computational time can be saved.

In conclusion, for the long-term transient heat-transfer problem of asphalt concrete
during construction considering the variable computational domain, ADOF-FEM can
calculate satisfactory temperature results with little computational cost.
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Figure 9. The change of the number of DOFs and computational time in Example 2.

3.3. Example 3

The Yinchaojiliao Project is currently the largest water-conservancy project in Inner
Mongolia, China. As an important part of the project, the Wendegen water control project
is an ultra-long asphalt-concrete core dam under construction in the cold region. The
maximum dam height is 48 m, and the total length of the dam is 1358 m. Due to the large
scale of the project and the limited time available for construction, the dam was constructed
in sections. However, large day and night temperature differences or long overwintering
low-temperature conditions can easily lead to unhealable cracks between the core wall
sections or the construction layers. In order to guarantee the quality of the asphalt-concrete
core wall from the temperature control point of view, it is necessary to firstly simulate the
temperature field for the whole construction process of the asphalt-concrete core wall and
then use this as a basis for calculating the temperature stress in each part.

The project was designed and built a large scale on-site solid model to facilitate the
study of the laws governing the construction quality of core wall. The model was selected
from an actual 80 m long dam with the height of the dam as the scaled dimension, and
the scale of the model was 1:10. As shown in Figures 10 and 11, the length of the model
is 19.6 m, the width is 16.8 m, and the height is 4.8 m. The slope ratio of upstream and
downstream is 1:1.5, and that on the left and right banks is 1:1. The core wall in the model
has a length of 8.0 m, a width of 0.6 m, and a height of 4.8 m. The core wall and rockfill
material are constructed with 0.3 m as a layer, with a total of 16 layers. The FEM model,
which is shown in Figure 12, is established based on the on-site solid model. The FEM
model includes the initial coarse mesh and the refined computational mesh based on the
coarse mesh. The coarse mesh provides the basic information of the FEM model, but
it does not have the ability to simulate the whole process dynamically. Compared with
the coarse mesh, the refined mesh can simulate the construction process and has higher
accuracy, but its computational cost is large. It is assumed that the initial temperatures
of each layer of asphalt concrete and rockfill material are Ta0 = 150 ◦C and Tr0 = 20 ◦C,
respectively, and the temperature of the air outside is Ta = 20 ◦C. The thermal parameters
of asphalt concrete are the same as in Example 2. The parameters of the rockfill material
are as follows: the heat-conduction coefficient of the rockfill material k = 1.45 W/(m ·◦ C),
the density of the rockfill material ρ = 2010 kg/m3, the specific heat cρ = 900 J/(kg ·◦ C),
and the surface heat-transfer coefficient between the asphalt concrete and the air outside
h = 9.70 W/

(
m2 ·◦ C

)
. The boundary conditions of Example 3 are as follows: the bottom

surface is the adiabatic boundary, and the other outer surfaces are the heat dissipation
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boundary. The calculation condition is that each layer dissipates heat for 12 h and then the
construction of the latter layer begins, that is, the construction interval is 12 h.

16.8m

19.6m

8.0m0.6m

2.4m

1.0m

1.0m

X

Y

Z

Figure 10. The size of Example 3 model.
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Figure 11. The component of Example 3 model.
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Figure 12. The mesh of Example 3: (a) The initial coarse mesh. (b) The initial computational mesh.

The total time step of Example 3 is 420 h. Figure 13 shows the temperature contour
in vertical and cross sections of Example 3 at four typical times when using ADOF-FEM.
From Figure 13, they are, respectively, 12 h after the completion of the 4th layer, 12 h after
the completion of the 8th layer, 12 h after the completion of all construction, and 120 h after
the completion of all construction, which in total are, respectively, 48 h, 96 h, 192 h, and
300 h. It can be seen that the results calculated with adaptive DOFs are smooth without
abnormal areas or values, and the results are consistent with the distribution law of the
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temperature field of asphalt-concrete core wall construction. Since the FEM calculation
results are basically the same as the ADOF-FEM calculation results, only the ADOF-FEM
results are included in Figure 13 as a demonstration. At the same time, four typical point
positions, which are shown in Figure 11, are selected to compare the results with and
without adaptive DOFs. Points A, B, and C are located in the center of the core wall,
respectively, at the bottom of the 1st layer, the middle of the 8th layer, and the top of the
16th layer. Point D is located at the contact position between the core wall and the rockfill
material at the same elevation as Point B. The comparison results are shown in Figure 14,
and it can be seen that the difference of results with and without adaptive DOFs is small,
which indicates that it is feasible to use ADOF-FEM to solve the simulation problem of the
transient temperature field during the construction period of the asphalt-concrete core wall.

X

Y

Z

X

Y

Z

X

Y

Z
X

Y

Z

48h 96h

192h 300h

Figure 13. The temperature contour in vertical and cross sections of Example 3.

A
(Layer 1)

D
(Layer 8)

C
(Layer 16)

B
(Layer 8)

Figure 14. The temperature at typical point positions of Example 3.
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The computational time and the number of DOFs for Example 3 are shown in Figure 15,
which vary similarly to Example 2. By using ADOF-FEM, the DOFs of Example 3 can be
saved up to 70% and the computational time can be saved by approximately 40%. When
using ADOF-FEM to condense the DOFs, all of the elements and DOFs in the model exist
objectively and are assembled into the global conductivity matrix in a cyclic traversal.
ADOF-FEM only changes the assembly process of DOFs based on the transformation
matrix, so the time to assemble the global conductivity matrix cannot be saved, and the
only time saved by ADOF-FEM is the matrix factorization and equation solution. Even
so, ADOF-FEM is helpful when using a large 3D finite element model to simulate the
temperature field for the whole construction process of the asphalt-concrete core wall.

Figure 15. The change of the number of DOFs and computational time in Example 3.

Example 3 is used to simulate the temperature change during the construction of a 16-
layer core-wall dam under the same conditions and processes and to verify the applicability
of the ADOF-FEM. Since the relevant conditions and processes are generally constant
throughout the construction of the core-wall dam, the results of the calculations will have
similar characteristics if we continue to extend the construction of the 17th, 18th, and other
layers of the core wall. ADOF-FEM can be uesd naturally in a similar way and eventually
solve the problem of the high cost of temperature simulation during the construction of the
entire asphalt-concrete core-wall dam.

4. Discussion

From the three examples, it can be seen that ADOF-FEM can achieve good results
when the computational domain does or does not change with time. This is because when
there is no internal heat source and the temperature of the external environment is constant,
the temperature in the computational domain gradually approaches a stable value or
interval over time, and the spatial distribution of temperature will gradually become gentle
over time. At this point, refined mesh and more DOFs are naturally not needed to describe
the drastic changes of temperature in time and space, which is the basis for the good
performance of ADOF-FEM. At the same time, the transient temperature simulation during
the construction of the asphalt-concrete core wall satisfies this situation approximately.
Firstly, although asphalt concrete has the initial temperature of construction, there is no
internal heat source. Secondly, the core wall is subjected to the thermal insulation effect of
rockfill, and the surface of the core wall is affected by the external air temperature being low,
due to the fact that the external environment is relatively stable. Therefore, ADOF-FEM
can be used to simulate the temperature variation of the asphalt-concrete core wall during
the construction period layer by layer with a coordinated mesh.
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When simulating the temperature variation of the concrete construction process or
that of material adding layer by layer in additive manufacturing, the so-called zone-merged
algorithm is often used. In essence, this algorithm is controlled by the user to merge
multiple construction layers into one layer in a calculation step. If this kind of method is
applied to the construction process of the asphalt-concrete core, it is complicated to use this
method because there may be different positions in the same layer that do or do not need to
be merged, and users need to preset the merging time and the merging scope. The ADOF-
FEM can adaptively condense the DOFs for different positions based on the prespecified
tolerance value of the judgment criterion, and it can set multiple levels of DOFs according
to the number of times the mesh is refined. The different levels of DOFs can be condensed
according to the judgment criteria under the same frame, so this method is simpler. It is
worth noting that the prespecified tolerance value of coarsening judgment criteria is defined
by users. For the asphalt-concrete core-wall dam, it has a fixed construction technology, and
the temperature distribution of the different core-wall layers has common characteristics.
Therefore, the temperature variation of several layers of the core-wall construction process
can be pre-analyzed to obtain the appropriate prespecified tolerance value, and then the
temperature of the whole core-wall dam during the construction period can be analyzed.

It can be seen from the three examples that the error of the calculation results caused
by ADOF-FEM at the position of master DOFs and slave DOFs is small. Compared with
the temperature contour in Figures 6 and 7, using ADOF-FEM will make the smooth
contour rougher in some positions, but considering that the temperature in these positions
is relatively stable in time and space, such a loss of precision is acceptable.

Furthermore, the computational cost saved by ADOF-FEM is mainly the two parts
of matrix factorization and solving the equation in FEM because the time spent in these
two parts is directly related to the number of DOFs. However, the total computational time
also includes assembling the global conductivity matrix, which is related to the number of
elements, and ADOF-FEM itself cannot reduce the number of elements in the computational
mesh, so it cannot save this part of computational time. Therefore, there is an upper limit
in using ADOF-FEM to save the computational cost.

Considering that using the adaptive mesh can reduce the number of elements, if the
two methods are combined, the region with more DOFs condensation can reconstruct the
mesh adaptively on the appropriate calculation step. By combining many times of adaptive
DOFs condensation with few times of adaptive mesh changes and coordinating the timing
of the use of the two methods, the huge extra computational cost caused by the repeated
changes of the traditional adaptive mesh can be avoided and it may achieve better results.

5. Conclusions

In this paper, we propose the ADOF-FEM algorithm and the corresponding coars-
ening judgment criterion to solve the problem of the huge computational cost of the
asphalt-concrete core-wall transient temperature simulation during the construction period.
Additionally, the computational cost is reduced by adaptively condense DOFs. We use
two numerical examples, respectively, to verify that ADOF-FEM can effectively reduce the
cost of matrix factorization and solve the equation in FEM at the cost of minor precision
loss in the long-term transient temperature simulation whose computational domain is
or is not unchanged. Then, an example with an engineering background is used to verify
that ADOF-FEM can reduce approximately 70% of DOFs and save more than 40% of the
computational cost when simulating the transient temperature of the asphalt-concrete core
wall during the construction period.
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