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Abstract: Measuring the axle loads of vehicles with more accuracy is a crucial step in weight
enforcement and pavement condition assessment. This paper proposed a vibration-based method,
which has an extended sensing range, high temporal sampling rate, and dense spatial sampling
rate, to estimate axle loads in concrete pavement using distributed optical vibration sensing (DOVS)
technology. Temporal convolutional networks (TCN), which consist of non-causal convolutional
layers and a concatenate layer, were proposed and trained by over 6000 samples of vibration data
and ground truth of axle loads. Moreover, the TCN could learn the complex inverse mapping
between pavement structure inputs and outputs. The performance of the proposed method was
calibrated in two field tests with various conditions. The results demonstrate that the proposed
method obtained estimated axle loads within 11.5% error, under diverse circumstances that consisted
of different pavement types and loads moving at speeds ranging from 0~35 m/s. The proposed
method demonstrates significant promise in the field of axle load reconstruction and estimation. Its
error, closely approaching the 10% threshold specified by LTPP, underscores its efficacy. Additionally,
the method aligns with the standards set by Cost-323, with an error level-up to category C. This
indicates its capability to provide valuable support in the assessment and decision-making processes
related to pavement structure conditions.

Keywords: weigh in motion; axle load estimation; pavement vibration; temporal convolutional
networks; distributed optical vibration sensing

1. Introduction

Capturing vehicle axle weight is crucial in weight enforcement and assessing pave-
ment condition. Accurate axle load estimates assist in regulatory compliance, targeted
inspections, load-induced pavement damage assessment, pavement design and planning,
and optimized maintenance scheduling [1–3]. Weigh in motion (WIM) is an efficient
method for measuring axle weight while a vehicle is moving at normal speed. Traditional
WIM systems use load cells, bending plates, and piezoelectric sensors [4–7] to measure
the pressure between tires and the road. However, these sensors are not only expensive
but also impractical when vehicles drive too fast, as there is insufficient time to register
changes in pressure. Furthermore, these sensors must be installed on the road surface, and
the connection between sensors and road structures deteriorates under repeated traffic
loads, leading to increasing measurement errors [8].

Vibration-based weigh-in-motion methods have gained popularity in recent years, as
traffic-induced pavement vibration contains valuable information on traffic loads and pave-
ment structure. The measured vibration data can be utilized for traffic monitoring [9,10]
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and structural health monitoring [11,12] through vibration analysis. Ye et al. [13] developed
acceleration sensing nodes to measure pavement vibration and identified abnormal axle
weights based on the collected vibration data. Bajwa et al. [14] developed a cost-effective
MEMS accelerometer to measure traffic-induced vibration and estimate the axle weights
of trucks. Vibration sensors have a sampling frequency of up to 512 Hz, which is more
appropriate than pressure sensors at high speeds.

However, there are challenges associated with vibration-based WIM methods. Firstly,
pavement vibrations attenuate when transmitted over a distance due to damping [15,16],
leading to low signal-to-noise ratio (SNR) measurements when traffic loads are too far away
from the vibration sensor. Moreover, conventional vibration sensors are single-point sensors
with limited spatial measurement range, making it challenging to ensure that moving tires
are located exactly on those sensors [17,18]. Secondly, pavement vibrations are related to
pavement conditions, requiring the removal of structural effects during vibration analysis.
The process is based on vibration characteristics in the time and frequency domains, such
as frequency response functions, modal coordinates [19–21], convolution integrals, and
transfer functions [22–24], which typically require complicated mathematical modeling
and formula derivation. Thus, analyzed results are susceptible to measurement noise and
mathematical model errors [25,26].

Distributed optical vibration sensing (DOVS) technology provides a promising solu-
tion to overcome these challenges. DOVS-based vibration sensing systems can measure
traffic-induced vibration with a high sampling frequency and precise location accuracy.
Zhao et al. [27] developed a DOVS-based vibration sensing system to estimate the category of
vehicles and load level through time–frequency analysis. Zeng et al. [28–31] utilized DOVS
to reconstruct vehicle-induced vibration and analyze the modal characteristics of concrete
pavement to recognize damage. Ye et al. [32,33] proposed a data processing method for
this system, which included denoising and cutting vibration periods. The processed data
are utilized to estimate the speed, position, and category of vehicles. For vibration analysis,
recurrent neural networks (RNNs) are well suited for investigating the complex nonlinear
relationship between input and output data through a training process [34–37]. Compared to
traditional RNNs, temporal convolutional networks (TCN) have equivariance properties and
sparse interactions that translate well into the time domain. The infinite memory advantage
of RNNs is largely absent in practice. TCN exhibit longer memory than recurrent architec-
tures with the same capacity. A thorough comparison by Bai et al. [38] demonstrated that
TCN convincingly outperformed RNNs on various sequence modeling tasks.

In this paper, we present a vibration-based method to estimate axle weights using
DOVS and TCN. We first utilize a DOVS-based vibration sensing system and a data
preprocessing process to acquire pavement vibration signal datasets. Then, we propose a
deep learning-based method to reconstruct and estimate axle loads. To validate our method,
we performed a series of experiments that tested the performance of estimating load with
various load conditions and cement concrete pavement.

The main innovations of this paper are as follows:

• A pavement vibration acquisition method based on distributed optical vibration
sensors (DOVS) is developed;

• A deep learning-based load reconstruction method tailored for pavement vibration
data collected by DOVS is proposed.

The remainder of this paper is organized as follows: First, a methodology is developed
in Section 2, including data acquisition, schematics of algorithms, training strategies, and
performance metrics. Second, conducted field tests are described in Section 3. The DOVS-
based vibration sensing systems were employed in two different cases and other sensors
were utilized to measure the ground truth of axle weights. In Section 4, the results of
different traffic loads and pavement structures are compared and discussed.
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2. Methods

This section presents the sequence-to-sequence method for estimating axle loads using
DOVS and TCN. The method’s overview is depicted in Figure 1. Firstly, data acquisition,
preprocessing, and augmentation were carried out, wherein a sufficient amount of data,
comprising vibration signals from DOVS and load–time curves, were collected from the
experiment. The original data were then subjected to filtering, normalization, down-
sampling, and random window selection. Next, the preprocessed data were partitioned
into training, validation, and testing samples. Subsequently, a TCN-based network was
constructed and trained to handle various types of axle load estimation tasks. Finally, the
network’s performance was verified and applied to estimate the tested moving loads.
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2.1. Data Acquisition

In this paper, we utilized a DOVS-based vibration sensing system to acquire the
original pavement vibration signal with a higher spatial resolution (see Figure 1: data
acquisition and preprocessing). DOVS technology uses the principle of phase optical
time-domain reflection (ϕ-OTDR), which allows a single fiber optic cable to function as a
multipoint sensor for measurement and localization. The schematic principle of ϕ-OTDR
is illustrated in Figure 1. During measurement, the measurement device emits pulsed light
continuously at one end of the cable, and the light waves reflect the signal continuously to
the device along the cable’s axis. The position information of the measurement channel can
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be analyzed according to the time difference of each reflected light. When a vibration event
disturbs the cable, its mechanical properties in the section change, affecting the scattered
amplitude of the reflected light. Therefore, the relative amplitude of the reflected light
can be used to analyze the vibration information. Consequently, through the distributed
optical vibration sensor, we can measure the vibration along the fiber optic cable at different
time instances.

The fiber optic sensing data typically contain a significant number of redundant signals,
which need to be processed before analysis. Moreover, the vibration data must be extracted
from the raw data by selecting the appropriate time window for analysis. The vibration data
are extracted from raw signals through anomaly detection based on a Gaussian model of
the noise signal. Figure 2 shows the vibration signal detection algorithm. First, the sensing
data are collected from different channels. Then, the short-time energy of each data frame
is calculated as defined by (1). A Gaussian noise model is built based on the short-time
energy of a series of noise signal segments collected, according to (2) and (3), to estimate the
model parameters. The short-time energy noise signal was tested for Gaussianity using a
quantile–quantile plot as depicted in Figure 2 (noise probability models part). The majority
of the samples align with the line. When new data are detected, the short-time energy
of the signal is calculated and compared with the Gaussian model. If the signal energy
surpasses a threshold of 3σ, the corresponding signal frame is considered an anomalous
segment containing the vibration signal. Consecutive windows containing vibration signals
are merged. The decision of whether to record the signal or not is based on whether the
number of channels with vibration detection exceeds a ratio of the total number of channels
determined by the spatial distribution of signal energy. On the other hand, when a signal
frame is detected as noisy, it is incorporated into a series of previous noisy signal frames. The
system updates the Gaussian model of noise so that the model can accommodate different
noise levels at different times of the day.

Ei(n) =
∞

∑
t=0

[xi(t)ω(t− n)]2 (1)

ω(t− n) =

{
1, n ≤ i ≤ M + n
0, otherwise

(2)

µi =
1
N

N

∑
n=0

Ei(n)
2 (3)

σi =
1

N − 1

N

∑
n=0

(Ei(n)− µi)
2 (4)

where Ei(n) is the short-time energy of the nth frame, xi is the vibration signals at channel I,
ω(t− n) is a rectangular windows function expressed as (2), µi is the mean value of the
Gaussian model corresponding to the ith channel, and σi is the standard deviation value of
the Gaussian model corresponding to the ith channel.

2.2. Data Preprocessing

Zeng et al. [28] developed a pavement vibration sensing system using distributed
optical vibration sensing technology. A fiber cable was looped in a vibration sensing system,
providing a positioning accuracy of 0.3 m and a sampling frequency of 2500 Hz. In this
study, a DOVS-based vibration sensing system was utilized to measure traffic-induced
vibration by embedding it into a pavement structure.

To enhance the quality of the data, several steps were taken, including filtering,
normalization, down-sampling, and window selection. According to Yuan et al. [39],
surface waves induced by passing vehicles have concentrated energy in the frequency band
of 0.5 Hz to 200 Hz. Low-frequency energy corresponds to quasi-static deformation caused
by the weight of vehicles. Thus, 0.5 Hz to 200 Hz bandpass Butterworth filters were applied
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for noise reduction. Random windows of length 3500 were selected, and the signal was
down-sampled by a factor of 5 to reduce network parameters. Figure 1 shows the details
of the data preprocessing process. These steps aimed to expand the data set, improve the
signal-to-noise ratio, and accelerate network convergence.
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Figure 2. Vibration signal detection algorithm.

2.3. Axle Load–Time-History Reconstruction

In this paper, we estimated the axle load by reconstructing the load–time-history curve
and calculating its peak value. This reconstruction task involved learning the relationship
between the input vibration signal sequence and the output load sequence in a sequence-
to-sequence manner. To achieve this, the input vibration signals and the output loads were
synchronized in time, including the section before, during, and after the vehicle passes.
In this study, the input sequence length was set to 700, which ensured that the complete
vehicle signal was captured.

Let X = [x1, x2, . . ., xN] denote a set of vibration signals, where xi is from the ith
vibration sensor, and let Y denote the corresponding load–time-history curve. During the
forward propagation step, a subset of X is fed into the TCN. The network then predicts
the corresponding load–time-history curve, which is compared with the true load–time-
history curve in the training dataset. The difference between them is computed as the
error, which is then used to calculate the gradients. The weights of the TCN are updated
using the gradients in a process called backpropagation. By repeatedly performing forward
propagation followed by backpropagation, the weights of the network are adjusted to
minimize the loss.

The proposed TCN network is presented in Figure 3. To increase the channels of the
signals, a 1 × 1 convolutional layer is applied. The signals are then passed through a series
of non-causal temporal blocks. The output of the final temporal block is concatenated with
the input signals, and the predicted load–time-history curve is generated using a linear
layer similar to U-net. Each temporal block comprises two layers of non-causal dilated
convolutions, with batch normalization, non-linearity, and a dropout layer placed between
them. The residual skip connection adds the input to the output feature map, with the caveat
that if the input and output depth are different, a 1 × 1 convolution is inserted. Figure 3
illustrates a temporal block and the stacking of three residual blocks together. The first
convolutional block (CONV) has NT filters. There are NB TCN blocks that use the same
number of filters NT, the same kernel length KT, and a variable dilation d ∈ {1, 2, 4, . . ., 2NB }.
The default parameters are NT = 32, KT = 31, and NB = 12.

To capture both high- and low-frequency contents, it is necessary to experiment with
different kernel sizes and the number of temporal blocks to determine the optimal model.
A larger kernel size with more layers enables the network to capture the low-frequency
trend, while a smaller kernel size with fewer layers allows the network to capture the
high frequencies.
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2.4. Training Strategies

Using the PyTorch environment, the model was developed, trained, and tested on
an GeForce RTX 3060 GPU (produced by Nvidia, Santa Clara, CA, USA). In the training
process, we optimized the network weights and biases using the mean square error loss
(MSE) and uniformly initialized the filter kernels. To minimize the objective loss function,
we used the Adam optimizer. The mini-batch size varied from 16 to 128 for different tasks.
The initial learning rate was set to 1 × 10−4, and we implemented adaptive adjustment
of the learning rate. If the validation loss did not decrease for 15 epochs, we reduced the
learning rate by a factor of 10.

2.5. Performance Metrics

To evaluate the generalization performance of the proposed methods, three criteria
were introduced, as suggested by Chen et al. [25]: peak error (PE), main impulse error
(MIE), and root mean square error (RMSE). PE was used to evaluate the performance of
axle load value estimation, while MIE and RMSE assessed the ability of the model to fit
low-frequency trends.

PE =
1
N ∑N

i=1

∣∣∣ f i
max − f̂ i

max

∣∣∣
f i
max

× 100% (5)

MIE =
1
N ∑N

i=1

∣∣∣∑T2
t=T1

f i
t −∑T2

t=T1
f̂ i
t

∣∣∣
∑T2

t=T1
f i
t

× 100% (6)

RMSE =
1
N ∑N

i=1

√√√√∑T3
t=T1

( f i
t − f̂ i

t )
2

∑T3
t=T1

f i
t

2
× 100% (7)

where f denotes the actual load. Correspondingly, f̂ represents the predicted load after
mean filtering. N is the number of testing samples. T1 is the start time of the one-axis
impulse, and T2 is the end time. As there are several axis impulses when a vehicle passes
by, T3 is introduced to signify the end time of the last axis impulse.

3. Field Testing

As described in this section, two field testing sites were used to assess the accuracy
in estimating the rapid-moving load and natural vehicle load of concrete pavements. The
concrete pavements at the two sites were designed to be different sizes, in order to study
the effect of pavement size on the estimation.

3.1. Test Set-Up
3.1.1. Construction on Site

Site 1 and Site 2 were located in Shanghai, with Site 1 being situated at Tongji University
and Site 2 at Zhengyu Road. Figure 4a illustrates the construction at Site 1, where a
DOVS-based vibration sensing system was embedded 0.2 m beneath the surface of a
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concrete pavement slab (4 m × 4 m × 0.25 m) using ten looped fibers, each with a diameter
of 0.3 m. Additionally, a fiber Bragg grating (FBG) sensor was embedded into the concrete
pavement to measure the dynamic strain. The FBG sensor was positioned under the
mobile loading area at a depth of 0.22 m, and its orientation was along the direction of
tire movement.
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Figure 4b illustrates the construction at Site 2, located at Zhengyu Road, Shanghai.
The DOVS-based vibration sensing system, consisting of twenty-eight looped fibers, was
embedded into a concrete pavement slab (4 m × 3.28 m × 0.25 m). A commercial WIM sys-
tem, OWS-ZWBH30 (produced by Mettler Toledo, Zurich, Switzerland), was also installed
in the adjacent concrete pavement slab, as shown in Figure 4d.

3.1.2. Excitation

At Site 1, the pavement was excited by accelerating pavement testing equipment,
MLS66 (produced by PaveTesting-MLS, Hertfordshire, UK), which provided repeated
mobile loads. Figure 4c depicts the MLS66 and shows the axle configurations of the MLS66.
The equipment has six axles, and each axle has two tires. These six axles continuously
move when the MLS66 is running, applying up to 6000 passes of mobile loads per hour
with controlled speed (maximum of 6 m/s), path, and magnitude (maximum of 75 kN). On
the other hand, at Site 2, the concrete pavement was directly excited by traffic loads from
moving vehicles, as shown in Figure 4d.
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3.2. Data Collection

At Site 1, 15 test scenarios were conducted based on different speeds and magnitudes
of mobile loads, as shown in Tables 1 and 2. The DOVS-based vibration system was used to
measure concrete pavement vibration, while the FBG sensor was used to measure dynamic
strain for each mobile load. The sampling frequency was set at 2.5 kHz, and the measured
vibration and strain were recorded as a time history showing the variation during loading.
This resulted in the collection of 2230 data samples. When pavement conditions were
unchanged, the variation in mobile load applied at a specific position was proportional to
the variation in dynamic strain measured at that position. Thus, the measured time history
of strain for each data sample could be considered the ground truth for the time history
of mobile load. After random windows were selected and down-sampled, a total of 6690
samples were obtained. The training set and the test set were divided by a ratio of 4:1.
A uniform sampling of 80% of all load level and load speed samples was used as the
training set to ensure a balanced sample distribution. Finally, the training set totaled 5352
samples and the test set totaled 1338 samples.

Table 1. Load scenarios at Site 1.

Load Level
No. 1 Axis No. 2 Axis No. 3 Axis No. 4 Axis No. 5 Axis No. 6 Axis Average Axle Load

(kg) (kg) (kg) (kg) (kg) (kg) (kg)

1 2200 1690 1880 2020 2240 1750 1963.33
2 5150 4770 4910 5080 5250 4730 4981.67
3 6180 5120 5990 5830 6130 5630 5813.33
4 6700 6720 6900 6450 6990 5820 6596.67
5 7800 7080 7230 7470 7000 6900 7246.67

Table 2. Speed scenarios at Site 1.

No Load Level Loading Speed (m/s) Percentage of Sample to the Total (%) Number of Samples

1 1, 2, 3, 4, 5 2 15% 1004
2 1, 2, 3, 4, 5 4 40% 2676
3 1, 2, 3, 4, 5 6 45% 3010

Figure 5 presents the raw vibration signals and corresponding ground-truth mobile
load signal during impact. It is observed that the fluctuation time range of the vibration
signals is similar to that of the mobile load signal. The vibration signal amplitude increases
as the load gets heavier and is more volatile as the loading speed increases too. This may be
related to the amplitude of the dynamic response of the pavement influenced by external
forces and loading rates.

At Site 2, the DOVS-based vibration sensing system measured vibrations induced
by 335 vehicles on the concrete pavement with a sampling frequency of 2500 Hz. The
axle configurations of these vehicles are shown in Table 3. When a vehicle passed by, the
vibration sensing system measured the pavement vibration, and later, the commercial
WIM system recorded the axle weights. These data were collected as samples. There were
335 data samples collected at Site 2. It should be noted that the ground truth of traffic loads
should be in the form of time history, but the commercial WIM system was only able to
provide a number representing the axle weight. Therefore, based on the recorded loading
period, Gaussian distribution fitting was employed to expand the measured number to a
time history. Then, the expanded time history was recorded as the ground truth of traffic
loads. There were three rows of sensing loops that provided vibration data, and as they
were close to each other, the ground truth of traffic loads was similar. Therefore, each row
of vibration data was treated as an independent sample. The training set and the test set
were also divided by a ratio of 4:1. The samples were evenly sampled according to vehicle
type. The training set had 268 samples and the test set had 70 samples. After preprocessing
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and augmentation, the number of training set samples was increased to 804 and the number
of testing set samples was increased to 201.
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Table 3. The axle configurations of vehicles.

No. Vehicle Type Axle Type Percentage of Sample to the Total (%) Number of Samples

1 Passenger car 1-1 * 46% 154
2 Lorry 1-1 * 12% 40
3 Truck-I 1-1 * 16% 53
4 Truck-II 1-2-2 * 26% 87

* Axle type 1-1 means both front and rear axles are single-axle. Axle type 1-2-2 means the front axle is single-axle
while the two rearmost axles are dual-axle.

Figure 6 shows the raw vibration signals and corresponding ground-truth load signal
as vehicles passed by. It can be seen that there is a positive correlation between vibration
amplitude and vehicle axle load. Vehicle speed affects the calculation error of the axle load
interval as shown in Figure 6d because of confusion of vibration signals generated by each
axle. This may affect the accuracy of axle load estimation.
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4. Results and Discussion

To investigate the performance of the proposed method, the performance metrics of
reconstruction for load–time history were first analyzed. Then, networks with different
kernel sizes KT and TCN blocks NB were constructed to discuss the influence of the network
architectures. Finally, the effect of speed on reconstruction results was discussed.

4.1. Reconstruction Results for the Load–Time History

The TCN load–time-history reconstruction network was constructed according to the
structure presented in Figure 3, and the training strategy is as illustrated above. For Site 1,
the length of the input sequences was 5 × 700, which corresponds to a signal duration of
1.4 s, using half of the sensing loop data. The TCN network reconstructed the time histories
of 1338 test samples, whose speed and load were unknown in advance, using a batch size
of 32. For Site 2, the length of the input sequences was 8 × 700, corresponding to one row
of the sensing loop data. The TCN network reconstructed the time histories of 201 test
samples whose vehicle locations were unknown in advance, using a batch size of 16.

To illustrate the results of the TCN identification method, the reconstructed im-
pact loads of three samples from Site 1 and four samples from Site 2 are presented in
Figures 7 and 8. The main impulse can be accurately reconstructed; however, some er-
rors occur in the reconstruction of the peak so the capability of the model to capture
high-frequency fluctuation features needs improvement in the future.

To quantitatively evaluate the performance of TCN, the peak error (PE), main impulse
error (MIE), and root mean square error (RMSE) are calculated and compared in Figure 9.
The results indicate that the proposed method achieves good performance for both Site 1
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and Site 2. According to Equation (1), for both Site 1 and Site 2, all samples result in 11.5%
PE, which is close to the errors allowed by the Long-Term Pavement Performance Program
(LTPP) of 10% [1]. Compared to Site 1, the peak error is slightly increased and the RMSE
is well behaved for Site 2. Since Site 2 is a practical scenario, it can be concluded that the
proposed TCN model has good time-history reconstruction accuracy for axle loads under
conditions of complex traffic.

The results indicate that the temporal convolutional network (TCN) model exhibits
excellent load inversion accuracy for both sizes of cement concrete pavement. For Site 2,
the TCN model demonstrated robust performance when subjected to natural traffic flow
with varying speeds and vehicle types. Hence, it can be concluded that the TCN model
performs well under different sizes of cement concrete pavement and varied load conditions.
However, the current study lacks experimental design for asphalt pavement. In future
research, we plan to expand the investigation to include asphalt roads to validate the
model’s performance in inverting loads from natural traffic flow on asphalt roads.
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4.2. Network Architectures

As previously mentioned, larger kernel sizes and more layers in the network capture
low-frequency trends, while the network captures high frequencies. Therefore, we aim
to compare the reconstruction performance of TCN networks with different kernel sizes
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(KT) and numbers of TCN blocks (NB). As the network architecture’s impact on the load
reconstruction performance of various structures and load types is similar and the loads
at Site 2 are more complex and closer to a real-world situation, this study only focuses on
Site 2. We constructed and trained these networks with different hyperparameters, and the
comparison results are presented in Figure 10.
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The peak and the axle impulse represent high-frequency and low-frequency features,
respectively. Figure 10 illustrates that when utilizing a large value for NB, the influence
of KT on recognition performance is diminished. Specifically, the value of KT-21 results in
a smaller PE compared to the values of KT-31 and KT-41 under NB-12 while the opposite
trend is observed for MIE. NB, on the other hand, plays a vital role in reconstructing the
impact load–time history, as the network’s fitting ability increases with its depth. However,
deeper layers require longer training times. Hence, we select the network with KT = 31
and NB = 12 as the optimal architecture, taking both factors into account. Finally, the mean
estimation error, computed by averaging the values of PE, MIE, and RMSE, is found to
be 10.89%.

4.3. Sensitivity Analysis of Speed

The amplitude and frequency of vibration in vehicle–road coupling are influenced by
the speed of the axle load. Thus, the response of the sensor in the pavement is more affected
by the vehicle’s speed and the pavement’s deflection level. We compare the reconstruction
performance of the proposed method at various speeds, and Figure 11 illustrates the
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distribution of sample speeds. The majority of the sample speeds are within the range of
2–10 m/s, which is a reasonable speed at the checkpoint.
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Figure 12 shows the performance of the TCN model at different speeds. Intervals
are established based on the speed distribution, with five intervals in total. There is a
correlation between PE and speed, with PE being higher for speeds No. 1 and 5 compared
to the other speeds. This is because faster speeds result in higher dynamic load factors,
whereas slow speeds lead to weaker road vibration responses. When the signal-to-noise
ratio is low in these cases, the vibration signal’s peak feature may be overwhelmed by
noise and, thus, become more difficult to detect. The PE of the proposed method remains
small even in cases with low SNR, while there is not much change in MIE and RMSE. This
observation reflects that the network captures low-frequency features effectively.
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4.4. Comparison with the Different Axle Load Estimation Methods

Table 4 shows results of the cost, error, and lifetime between different methods for
axle load estimation [40]. The results show that the proposed method has advantages both
in cost and lifetime. However, the accuracy is not as high as other methods.
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Table 4. The axle configurations of vehicles.

Methods for Axle Load Estimation Annual Life Cycle Cost ($) Error Expected Life (Years)

DOVS-based (presented) 1000 ±11.5% 15
Bending plate 5000 ±15% 4

Strip WIM (piezoelectric) 6000 ±10% 6
Single load cell 8000 ±6% 12

5. Conclusions and Future Work

Accurately measuring vehicle axle loads is a vital component in weight enforcement
and pavement condition assessment. Existing WIM technologies are costly, impractical for
high-speed vehicle detection due to inadequate time for pressure change registration, and
susceptible to installation challenges. The goal of this paper was to develop an inexpensive
but accurate DOVS-based WIM system. The vibration of concrete pavement contains
valuable information that can identify vehicle load characteristics. But it is difficult to
ensure the accuracy of the process, which typically requires complicated mathematical
modeling and formula derivation.

The proposed method, characterized by an extended sensing range, high temporal
sampling rate, and dense spatial sampling rate, demonstrates promising results in field tests
under diverse conditions. The TCN model, trained with over 6000 samples of vibration
data and corresponding ground truth of axle loads, exhibits the ability to learn the intricate
inverse mapping between pavement structure inputs and outputs. The method achieves
estimated axle loads within an 11.5% error margin, showcasing its efficacy in weight
enforcement and pavement condition assessment. Furthermore, the approach aligns closely
with specified standards such as those set by LTPP and Cost-323 [41], reinforcing its
potential to offer valuable support in assessing and making decisions related to pavement
structure conditions. The collection of pavement vibration data involves privileged data
and is only used for traffic data analysis. The data have been desensitized and do not
involve personal privacy.

Future work in this research avenue could focus on several aspects to further enhance
the proposed method. Firstly, refining the deep learning-based load reconstruction method
to accommodate variations in load conditions and pavement types would contribute to
increased robustness. Secondly, exploring the application of the proposed methodology
to asphalt pavements, which may present distinct challenges in coordination with fiber
optic technology, could broaden its scope. Lastly, considering the potential integration
of real-time monitoring capabilities into the proposed method would provide a dynamic
approach to pavement assessment and management. Addressing these aspects would
contribute to the continual improvement and applicability of the presented vibration-based
method for axle load estimation in diverse pavement scenarios.
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