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Abstract: Underfoot haptics, a largely unexplored area, offers rich tactile information close to that
of hand-based interactions. Haptic feedback gives a sense of physicality to virtual environments,
making for a more realistic and immersive experience. Augmented Virtuality offers the ability to
render virtual materials on a physical object, or haptic proxy, without the user being aware of the
object’s physical appearance while seeing their own body. In this research, we investigate how the
visual appearance of physical objects can be altered virtually to impact the tactile perception of the
object. An Augmented Virtuality system was developed to explore this, and two tactile perception
experiments, consisting of 18 participants, were conducted. Specifically, we explore whether changing
the visual appearance of materials affects a person’s underfoot tactile perception and which tactile
perception is most affected by the change through a within-subjects experiment. Additionally, the
study examines whether people are aware of changes in visual appearance when focused on other
tasks through a between-subjects experiment. The study showed that a change in visual appearance
significantly impacts the tactile perception of roughness. Matching visual appearance to physical
materials was found to increase awareness of tactile perception.

Keywords: augmented virtuality; feet-based haptics; tactile perception

1. Introduction

Haptic research has explored providing physicality to virtual environments over
the last five decades. Head-mounted displays (HMD) are capable of providing high-
fidelity vision and audio to the wearer; however, the displayed virtual environment lacks
physicality. Haptic feedback can provide physicality to the virtual environment through a
variety of methods, whether it be a static proxy object [1,2]; a dynamic, often hand-held
device [3-5]; mid-air devices [6,7]; or vibrotactile devices [8—10]. Visual feedback is often
superimposed over these devices by the HMD. This allows for control over what the wearer
sees when interacting with the haptic device.

Proxy objects provide an inexpensive and uncomplicated method of delivering tactile
feedback to the user. Nonetheless, they have limitations in terms of either their usability or
variability. More straightforward proxies can have a broader range of use cases but may
provide lower-quality haptic feedback. In contrast, complex proxies can offer high-quality
haptic feedback but have specific use cases. One significant advantage of proxy objects
is that they do not require specific visual appearances, as a virtual representation can be
offered. A proxy object can be a number of things. Alternatively, entire environments
can change visually while physically remaining the same [11]. Nevertheless, further
development of proxy objects is needed to expand their applications and minimise the
number of required objects.

While research has examined the interaction between visual and tactile feedback [12-16],
little attention has been given to how specific tactile feedback is affected by a change in
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visual appearance. Work by Hirano et al. [17] and Punpongsanon et al. [18] investigated
how virtual deforming can influence softness perception by visually changing how much it
deforms. Research has looked at simulating various tactile properties without considering
fully how the visual input affects the perception [10,19-21].

Previous research has shown that altering the visual appearance alters a persons’
perception of a material; however, this change has not been quantified. By quantifying this
change, a single physical material can simulate a range of materials by altering the visual
appearance to change a persons’ perception of the material. The level of visual augmenta-
tion varies from material to material; by quantifying this level, a better understanding of
simulating materials would be gathered.

Rather than simulating tactile properties using virtual textures, we focus on how the
tactile properties can be impacted by altering the virtual textures. We aim to explore how
the tactile properties of roughness, hardness, and stiffness are impacted when the visual
appearance of a material is altered. We focus on underfoot tactile experiences due to the
lack of research in this area and the richness of the tactile experiences that are still available.
To achieve this, we use indoor flooring materials as proxy objects. A user study consisting
of two experiments was conducted to explore this further.

In this study, participants experienced tactile feedback of flooring materials under var-
ious virtual visual appearances to determine how the augmentation influences their tactile
perception. This research aims to provide insight into how visual feedback can be controlled
to impact how haptic feedback is perceived. The first experiment explored how participants’
perception of tactile properties—namely, roughness, hardness, and stiffness—was affected
when the visual feedback was altered. We hypothesise that altering the visual appearance
of materials will affect a person’s tactile perception of the material [H1]. We also hypoth-
esise that altering the visual appearance of materials with extreme tactile properties will
have a less significant impact on tactile perception [H2]. The second experiment explored
how aware participants were of the tactile feedback based on the given visual feedback
when focused on another task. For this, we hypothesise that the use of virtual appearances
that match the various physical materials will increase participants” awareness of tactile
feedback [H3]. The findings from our study are intended to open further research into
feet-based haptics and simulating a range of materials by changing visual appearances.
Our contributions include the following:

*  An Augmented Virtuality system was devised to facilitate feet-centric interactions
with virtual textures, mimicking indoor flooring materials.

¢ Two perceptual experiments were conducted to investigate the influence of visual
augmentation to flooring materials on an individual’s underfoot tactile perception.

*  We interpreted the experimental outcomes and their implications in the context of
foot-based tactility and haptic feedback.

2. Related Work
2.1. Defining Tactile Properties

The definition of tactile dimensionality for physical properties and our perception
of the environment through touch is a subject of ongoing debate. Tactile properties are
experienced when making contact with a material or texture, and each material exhibits
a unique combination of tactile properties. As a result, a universally agreed-upon set
of properties has not been established. Research has attempted to limit the number of
defining tactile properties while still describing all material groups. Tactile dimensions,
such as roughness/smoothness and hardness/softness, are considered the most influen-
tial properties in material identification [22,23]. Additional suggested tactile properties
include sticky/slippery, warm/cold, bumpy/flat, and wet/dry [24]. Okamoto et al. [25]
reviewed other studies to determine prominent tactile properties and suggest possible
dimensional structures. They identified five potential tactile property dimensions: Macro
and Fine Roughness, Warmness/Coldness, Hardness, and Friction. Sakamoto and Watan-
abe [26] discovered six major dimensions, four of which overlapped with the findings of
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Okamoto et al. Their work investigated Japanese sound-symbolic words (SSW) and how
these words describe tactile properties; the following six major dimensions groups were
chosen: Affective Evaluation and Friction, Compliance, Surface, Volume, Temperature,
and Naturalness.

Tactile properties can be categorised and measured through various methods, but these
are predominantly limited to specific groups of materials. The Shore A Hardness Scale
quantifies the hardness of materials in the rubber group, facilitating the use of measured
values in haptic studies of rubber materials [27]. However, not all materials can be ac-
curately measured and categorised on a single scale. Instead, subjective measurement is
necessary to identify general trends.

For our research, we focused on three tactile pairs: Roughness/Smoothness, Hard-
ness/Softness, and Stiffness/Compliance. We chose these tactile properties as they were
the most notable properties of carpet-based materials and would offer the best results.
An initial pilot study found that users noted these tactile properties more than the oth-
ers we investigated from the work of Zhezhova et al. [28]. Properties such as Hot/Cold,
Wet/Dry, and Sticky /Slippery would not have been suited to the carpet materials.

2.2. Visual and Tactile Perception

Vision plays a critical role in our perception of objects and expectations when interact-
ing with them. With visual input making up more than 70% of our sensory input [29], even
before we approach an object, visual input provides information about it. As we continue
to interact with objects, we develop a mental model of the materials we come into contact
with, and the visual appearance of these objects is essential in identifying and determining
how to interact with them [12,13]. However, the bimodal relationship between inputs varies
based on the object being interacted with. For instance, a photograph offers visual informa-
tion but little tactile information, whereas other objects have a preference towards tactile
information as the visual texture offers little, like with sandpaper [30]. Our expectations of
the physical environment are impacted by what we visually see and information from past
experiences. Even if the virtual world does not match the physical space, the wearer tends
to avoid virtual areas that would normally provide consequences in the physical space [31].
This control of visual sensations allows for haptic illusions—perceived sensations that do
not exist physically and can be created through auditory control as well [32].

In some cases, both visual and tactile modalities are necessary to accurately determine a
material. For example, Chen et al. [14] explored how participants perceived the roughness of
arange of materials with only one modality of either visual or touch. Their findings revealed
that the modality affected the participants’ perception of the materials. However, visual
feedback alone is not always enough to identify the material, and a combination of visual
and tactile feedback is needed to provide enough information on the material [15,16]. While
one modality may influence our perception of an object more than others, a combination
of modalities is often the preferred choice, providing the most positive experience [33].
Moreover, the relationship between visual and tactile feedback can be used to alter tactile
perception by changing the visual appearance. Research has shown that superimposing
digital imagery on objects can change a user’s perception of shape, roughness, hardness,
and stiffness [34,35]. The form of virtual content also influences how an object is perceived,
as the amount of virtual content varies. A study by Gaffary et al. [36] found that a piston
shown in VR was perceived as stiffer in 60% of cases against an AR display, even though
physical stiffness remained constant. Other factors such as variations of a material and past
experiences can impact haptic impressions when combined with altering visual textures [37].
Dynamic visuals that change differently from the physical object have also been found to
alter tactile perception. For instance, by virtually displaying an object to be deforming more
than how it is being interacted with, the object is perceived as softer [17,18]. Additionally,
Glinther et al. [38] explored the perceived roughness of a range of materials with various
virtual displays and found that the range of virtual materials could be represented using
only two physical materials.
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Research has shown that there is a relation between visual and tactile feedback and
that changing visual feedback can impact tactile feedback. We decided to ask the question
“Could multiple flooring materials be simulated using a singular material with multiple
visual appearances?”. To help answer this, we decided to focus on quantifying the degree
that the tactile perception is impacted by changing visual appearance.

2.3. Feet-Based Haptics

Haptic and touch research focuses largely on hand interactions due to the high density
of mechanoreceptors in our fingertips and their everyday use [39], yet our feet also contain
a significant number of mechanoreceptors [40]. Our feet constantly experience tactile
sensations while walking and moving. However, foot-based haptics have not been as
extensively explored as hand-based haptics. Foot haptic devices have been developed to
concentrate on specific tasks, such as stepping up [41], walking through deep snow [42],
or simulating slipperiness [43] and friction [44]. Visell et al. [45] designed a floor-tile-based
haptic device replicating various ground materials using vibrotactile feedback. When
combined with realistic audio and visual input, it can simulate a range of materials and a
walkable area corresponding to the device’s size. Similarly, Hansen et al. [46] designed a
floor-tile-based haptic device that simulated texture and shape similar to textured paving
tiles used in public spaces. This work provided insight into directional haptic cues to the
foot and how they should be applied to provide the most perceivable haptics.

Foot-based haptics can differ largely from hand-based haptics due to the interaction
methods and the environment interacted in. Different terrains provide different haptics
with unique interactions, such as water environments like rivers. Ke et al. [47] created
PropelWalker, a propeller-based haptic device that provides resistance to the lower leg to
simulate wading through knee-high water. Han et al. [48] took this a step further, creating
a haptic environment that made use of water to provide haptic feedback and providing the
unique interactions that come from liquid-based environments.

Auditory feedback plays a crucial role in underfoot interactions, influencing the over-
all tactile experience. As we walk, we constantly receive information about the material
beneath our feet through audio cues or their absence. Research by [49-51] investigated
foot-based tactile devices that deliver audio vibrotactile haptic feedback for walking in
virtual spaces. While the added feedback did not significantly alter the overall percep-
tion, user experience was enhanced with a preference towards the added feedback and
improved realism.

Carpets, like hair and fur, are composed of a multitude of fibrillar structures packed
together that behave differently from most objects. Research has not investigated the
tactile properties of carpet flooring. Nevertheless, Lee et al. [52] developed HairTouch,
a system that offers stiffness and roughness tactile feedback using adjustable brush hair
structures. Lowering the height of the fibres increases rigidity, making the material feel
stiffer and rougher due to reduced fibre bending. Similarly, Degraen et al. [53] employed
3D-printed hair structures of varying lengths combined with visual dominance to enhance
virtual textures.

Tactile perception studies have largely focused on hand-based interactions. Given
the constant interaction of our feet on the floor, feet-based tactile interactions can provide
insightful information on the tactile input we perceive walking around day to day. We aim
to open up research on feet-based haptics by investigating how the tactile perception of our
feet is impacted by changing visuals.

In this research, we investigate how changes in visual appearance influence the tactile
perception of materials and develop a system that displays various overlays of flooring
materials in Augmented Virtuality.
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3. Materials And Methods

After a pilot study to select materials and tactile properties, we conducted two experi-
ments with unique focuses, namely, how is tactile perception influenced by changing visual
appearance and did matching virtual appearances increase awareness of tactile feedback?

In experiment 1, participants were asked to rate the roughness, hardness, and stiffness
of four materials with four different virtual textures (see Figure 1). A 9-point Likert scale
was used for each rating, with 1 being the lowest and 9 being the highest. A within-subjects
design was employed, where each participant rated the same four materials with the four
virtual textures (see Figure 2). A within-subjects design was used so that participants’
results could be analysed separately, as their perception of the material is unique to them.
The Likert scale allowed for perception variance to be recorded without a zero-point
material, as each participant’s perception was unique. The order of the material /visual pair
was randomised and balanced using a Latin square, and no material or visual was repeated
in succession to ensure participants had different experiences visually and through touch
in each condition.

Chunky ' Plain Vinyl Rug

Figure 1. The four materials used for the User Study, coloured green to blend in with the Green screen.
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Figure 2. The 4 Virtual Textures used for the User Study, displayed over green colours in the
experiment area.

In experiment 2, participants walked around a small area, stepping on virtual ob-
jects that appeared one at a time. During the experiment, participants walked between
two different flooring materials and were asked how many times they felt a cross between
the materials. A between-subjects design was used in which participants experienced
either the same virtual appearance across the floor or a virtual appearance that matched
the materials. A between-subjects design was used, as participants would become aware of
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the task if it was repeated under the other condition. Participants were not informed of the
reason for this experiment and were only told what they had to do for the task.

To provide the highest quality MR experience, we used the Varjo XR-3 HMD to
display the virtual environment on the green-screened experiment area. This provided
the highest-resolution display and allowed participants to see themselves in the virtual
environment (VE).

3.1. Pilot Study

A pilot study was initially conducted to provide better insight as to what questions
should be asked, what materials should be included, and what tactile properties should
be investigated. Participants were asked to rate the tactile properties of several flooring
materials under 3 conditions: blindfolded, no visual alteration, and visual overlay from a
HMD. For the visual overlay condition, the appearance was designed to mimic the physical
appearance. Initially, 8 materials were chosen for the pilot study; this was then narrowed
down to 4 to be used in the experiments due to similarities between some materials.
Six tactile pairs were chosen from the work of Zhezhova et al. [28], which are as follows:
Rough/Smooth, Cool/Warm, Hard /Soft, Coarse/Fine, Stiff/Pliable and Rigid/Quiet. This
was narrowed down to 3 pairs—Rough/Smooth, Hard /Soft, and Stiff /Compliant—to be
used in the experiments, due to similarities between some pairs and time constraints.

3.2. Setup

Both experiments took place in a closed 3 x 3 m? office area situated in the corner of
the room (see Figure 3). The floor of the experiment area was covered with rubber tiles,
while green screen fabric was placed on top of the tiles and the adjacent walls. A chair
was positioned in the centre of the experiment area, facing one of the green-screened walls,
with the other wall to the left of the participant. The virtual display was provided using the
Varjo XR-3 HMD powered by a Windows 10 PC (Intel 9 10900KF 3.70 GHZ, Nvidia RTX
3080, 32 GB RAM). The HMD is capable of Chroma-keying, displaying the virtual content
against the green screen and allowing the wearer to see their body in the VE. Positional
tracking for the Varjo HMD was achieved using three SteamVR 2.0 Base Stations, placed in
the corner of the two walls, behind the participant on a stand, and to the participant’s right
on abookcase. The Unity game engine 2021.3.3f1 rendered the XR graphics displayed on the
Varjo XR-3 HMD, handling all positional processing, virtual texture display, and physics
involved during interactions with virtual materials. Interactive virtual materials were
created using Hair Designer 1.10.3, a Unity asset by Kalagaan. To interact with the virtual
materials, participants’ feet were tracked using two Vive trackers attached to socks worn
throughout the experiment.

3.3. Materials

We used flooring materials acquired from local flooring stores to provide tactile feed-
back to participants for both experiments. Various materials were chosen that cover those
found in most homes, and these were modified to measure 0.5 x 0.5 m?. for consistency.
Based on the pilot study, four materials were selected for the experiments and will be
referred to as follows: “Chunky”, “Plain”, “Rug”, and “Vinyl”, as shown in Figure 1.
The materials were coloured green to support Chroma-keying for the Augmented Virtu-
ality effects visualised through the Varjo XR-3. Four virtual textures—*“Wood”, “Thick”,
“Short”, and “Medium”—were created to be similar in appearance to the four materials
used in the study, as shown in Figure 2. Due to software limitations, the four materials
could not be fully replicated; instead, each virtual material is inspired by physical mate-
rial (“Wood”->“Vinyl”, “Thick”->"Rug”, “Short”->“Chunky”, and “Medium”->“Fine”).
The carpet-like textures were coloured similarly to avoid any bias. The carpet-like textures
were created using the Hair Designer, this allowed for dynamic 3D textures that deformed
when interacted with—that is, the virtual carpet strands deformed under the presence of
the physical foot.
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Figure 3. Experimental setup for the user study.

3.4. Procedure

Upon arrival, participants were seated and provided an oral introduction to the study.
They were given an information sheet and consent form to read and sign. Afterwards,
participants completed a demographic survey and were informed that they would answer
questions verbally during the experiment. To enable foot movement tracking for interacting
with the VE, participants were provided with socks to wear over their own and given an
explanation. They were instructed on how to properly adjust the Varjo HMD and, once it
was properly worn, the virtual experiment space replaced the green screen. Participants had
the materials placed under their feet while wearing the HMD and seated in the experimental
space. Participants were instructed to interact with the material with both feet. To prevent
participants from seeing the new physical material, the environment was switched to be
a fully immersive virtual environment instead of Augmented Virtuality, and participants
were given an explanation to avoid confusion.

For each material /visual pair, participants were asked to rank the roughness, hardness,
and stiffness on a scale of 1 to 9 and verbally give their answers. A 9-point Likert scale was
chosen as it would provide more range in answers compared with a 7-point scale. It was
also noted in the pilot study that participants were less likely to rate the extreme values as
other materials existed that would be harder or softer than those in the experiment. Once
experiment 1 was completed, participants were asked to keep the HMD on but to stand
up, as they would be walking for experiment 2. For safety reasons, the chair was removed,
and the virtual environment was adjusted so that the virtual walls matched the physical
walls in space to prevent them from walking into a wall. Participants were explained that
they would be walking around the experimental area and would see small virtual objects
on the ground that they would have to step on, and they would disappear. The next virtual
object would then appear. The process repeated until all twelve objects were stepped on.
The study lasted approximately 45 min.
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3.5. Participants

We recruited 18 participants (age range 21-40, X = 28, sd = 6.1; 10 male, 7 female, and
1 non-binary) for both experiments of our study. No inclusion criteria were used; however,
we sought participants with experience in product design or engineering. This preference
was due to individuals in these fields typically having studied materials and their tactile
properties during their education. We were also interested in the amount of time spent
in VR, as those with more experience are often more comfortable in VR environments.
Therefore, we asked participants about their years of experience in Product Design or
Engineering and the number of hours spent in Virtual Reality. Experience ranged from 0 to
20 years (X = 6.4, sd = 5.3), and hours spent in VR ranged from 0 to 200 h (¥ = 30, sd = 51.8).
Participants were recruited amongst the local University campus through email; the study
size was limited by the response to advertising emails that were sent out. Recruitment was
focused on the Product Design and Engineering areas of the University; apart from this,
the participant sample was random and based purely on who was available.

4. Results

For experiment 1, we gathered data for four materials, four virtual textures, and
three properties for 18 participants, making for 864 data points. From these gathered data,
we conducted a Shapiro-Wilk Normality test. The normality assumption was violated
(W =0.96, p < 0.001); because of this, an Aligned Rank Transform Analysis of Variance
(ART-ANOVA) was performed due to the data being non-parametric and ranked [54].
A separate ART-ANOVA was conducted for each tactile property (roughness, hardness,
and stiffness) as the properties are independent of each other. An ART-ANOVA was then
conducted on each material to measure the impact of visual appearance separately on them.
Post-Hoc tests were conducted using the “art.con” function from the ARTool package for R,
created by [55]. For comparing pairs, Tukey’s method of the contrast test was used as it
provides the strongest results for pairwise comparison.

4.1. Tactile Properties

The ART-ANOVA conducted for roughness showed that the tactile property is signifi-
cantly influenced by the change in visual appearance (F = 3.73, p < 0.01). For hardness and
stiffness, it was inconclusive as to whether changing the visual appearance influenced the
tactile perception of these properties (F = 1.45, p =0.23 and F = 0.96, p = 0.41). The ANOVA
for all three tactile properties showed that material choice impacts tactile perception, sug-
gesting that rankings were consistent with their materials. No significant interaction effect
was found between the material and visual for any of the properties. Table 1 illustrates the
ART-ANOVA for materials and visuals. These results weakly support our hypothesis that
altering visuals will impact a person’s tactile perception of the material, as only one tactile
property was significantly impacted.

Table 1. ART-ANOVA for Materials and Visuals.

Roughness Hardness Stiffness

F p F p F P df
Material 209.34 0.01 185.68 0.01 60.88 0.01 3
Visual 3.73 0.01 1.45 0.23 0.96 0.41 3
Material: Visual 1.47 0.16 0.42 0.92 0.76 0.65 9

4.2. Materials

The ART-ANOVA conducted for the “Plain” material showed that the perception
of this material was significantly impacted by the change in visual appearance (F = 3.00,
p =0.03). No significant interaction effect was found between the tactile property and
visual factors for any of the four materials. The results are illustrated in Table 2.
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Table 2. ART-ANOVA for Properties and Visuals.

Chunky Plain Vinyl Rug

F p F p F p F 4 df
Property 81.74 0.01 2202 0.01 2149 001 719 001 2
Visual 229 008 3.00 0.03 0.48 069 018 091 3
Property: Visual 059 074 134 024 1.04 040 051 080 6

For each material, we gathered a 1-9 ranking for each of the three tactile properties
under each of the four visual textures. The averages of each tactile property for each
material are shown below in Figure 4. The materials “Vinyl” and “Rug” were shown to have
more extreme tactile properties; they were closer to the ends of the Likert scale compared
with the materials “Chunky” and “Plain”. This supports our hypothesis that altering the
visual appearance of materials with extreme tactile properties will have less of an impact
on tactile perception.

Average Rankings for each Material

iil I I

Roughness Hardness Stiffness

[ @ S R L AN =) N o « B |

=

B Chunky mPlain mVinyl Rug

Figure 4. Average rankings for each tactile property for each material.

4.3. Post-Hoc Tests

Post-hoc pairwise tests were conducted between visual pairs for both the tactile
properties and for each material. The “art.con” function with the Tukey method was used
as it provided the best results for our data. For roughness, a significant difference was
shown between the two visuals “Thick” and “Short” (t = 3.12, p < 0.01); for all other pairs,
no significant differences were found (p > 0.05). For the “Plain” material, a significant
difference was shown between the two visuals “Medium” and “Thick” (t = —2.81, p = 0.03);
for all other pairs, no significant differences were found (p > 0.05). The results of the
post-hoc tests are shown below in Tables 3 and 4.
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Table 3. Post-hoc pairwise test between visual appearances.
Roughness Hardness Stiffness
t-Ratio  p-Value t-Ratio p-Value ¢-Ratio p-Value  df
Med-Thick —0.61 0.93 —1.83 0.26 —1.23 0.61 255
Med-Short 2.51 0.06 —-1.19 0.63 —0.21 1.00 255
Med-Wood 1.05 0.72 -0.23 1.00 0.39 0.98 255
Thick-Short 3.12 0.01 0.63 0.92 1.02 0.74 255
Thick-Wood 1.66 0.35 1.59 0.38 1.63 0.37 255
Short-Wood —1.46 0.46 0.96 0.77 0.61 0.93 255
Table 4. Post-hoc pairwise test between visual appearances for each material.
Chunky Plain Vinyl Rug
t P t p t p t p df
Med-Thick —-221 012 —-281 0.03 0.42 0.98 0.50 096 187
Med-Short —-083 084 —-053 095 1.08 0.71 0.68 091 187

Med-Wood 0.11 1.00 —-091 0.80 0.93 0.79 0.58 094 187
Thick-Short 1.39 0.51 2.28 0.11 0.66 0.91 0.18 1.00 187
Thick-Wood 2.32 0.10 1.90 0.23 0.52 0.95 0.08 1.00 187
Short-Wood 0.93 079 -038 098 —-0.14 100 -0.10 1.00 187

4.4. Experiment 2

After completing the walking task for experiment 2, participants were asked to esti-
mate how often they crossed between the two flooring materials. As the participants were
not informed of this question beforehand, the question was presented as multiple choice
with options 1-3 times, 46 times, and 7-9 times crossings, instead of a specific number. This
is shown below in Figure 5. It was expected that participants would cross between the ma-
terials seven times during the experiment. It was found that participants who experienced
visuals matching the physical materials reported crossing between the materials closer to
the actual number (1-3: 2, 4-6: 4, 7-9: 3) than the condition of mismatched visuals (1-3: 5,
4-6: 4, 7-9: 0). This supports our hypothesis that the use of virtual appearances that match
the various physical materials will increase participants’ awareness of tactile feedback.

Number of times crossing between the 2
floorings

5
1-3 46

m Only Carpet m Carpet and Vinyl

w

a

[

Figure 5. Number of times crossed between two floorings, with the correct answer circled in red.

4.5. iGroup Presence Questionnaire

We used the iGroup Presence Questionnaire [56] to measure the participants’ level of
presence experienced in the virtual environment. The questionnaire comprises 14 items,
with one general question and the remaining thirteen divided into three subcategories:
Spatial Presence, Involvement, and Experienced Realism. Questions were answered on a
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9-point Likert Scale ranging from “Fully Disagree” to “Fully Agree”. In our XR experiment,
the average scores for the three subcategories were as follows: Spatial Presence (¥ = 6.2,
SD = 1.6), Involvement (¥ = 4.4, SD = 2.2), and Experienced Realism (¥ = 4.4, SD = 2.2).
These are shown in the graph in Figure 6.

Average iPQ Score

Spatial Presence Involvement Experienced Realism

Figure 6. Average iPQ results for the Virtual Environment.

5. Discussion

Experiment 1 yielded results indicating a significant effect of visual appearance modi-
fication on the tactile perception of roughness, but no comparable impact was noted for the
perception of hardness and stiffness. This finding aligns with prior research by Bergmann,
Tiest, and Kappers [14] that underscored the influence of visual feedback on roughness
perception. However, our results did not confirm the findings of Hirano et al. [17] and
Punpongsanon et al. [18], who suggested that visual augmentation could affect the tactile
perception of softness/hardness. The divergence may be attributed to differences in the
chosen materials and the methods for visual augmentation between our study and the
previous work. It could be posited that certain materials may be more effectively aug-
mented using distinct methodologies. Participants interacted with the materials with both
feet. While limb dominance has been shown to impact perception [57], footedness was not
considered for this study. Participants’ results were only compared against themselves for
variance; this was to reduce the impact of subjective factors such as sensory numbness and
footedness that differ between individuals.

5.1. Extreme Tactile Properties

The “Rug” and “Vinyl” materials utilised in the first experiment exhibited what we
define as “extreme tactile properties”, which denotes their tactile ratings being closer
to the ends of the Likert scale (1 and 9). It was observed that alterations in the visual
representation of these materials with pronounced tactile properties resulted in a less
significant impact on tactile perception [H3]. This phenomenon can be attributed to the
dominant tactility of the material, which could supersede the influence of visual feedback.

5.2. Tactile Awareness

The first experiment examined the effect of visual modification on tactile perception,
while the second one assessed the prominence of this perception when attention was
diverted. Results from the second experiment suggested that congruence between visual
representation and physical material enhanced perception when participants were engaged
in other tasks. Participants exposed to matched visuals reported more notable transitions
between different materials than those with mismatched visuals. The experimental design
anticipated participants crossing between two materials seven times during the walk to each
virtual object. However, variations in navigation led to some participants only experiencing
six transitions, which presented an unexpected complication, as the accurate response lay
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between two answer brackets (4-6 and 7-9). Consistent with previous findings suggesting
that visual input constitutes the majority of our sensory input [29], our results support that
matched visuals increase tactile awareness.

5.3. iPQ

The iPQ, incorporated into our post-experiment survey, was utilised to evaluate user
experience during the experiments. According to the iPQ data, our system performed
commendably in Spatial Presence, but Involvement and Experienced Realism fell short.
The Augmented Virtuality context, employing Varjo’s chroma-keying, allowed participants
to observe their bodies within the VE, which likely contributed to the high ratings of Spatial
Presence. However, the comparative aspects of Involvement (user’s perception of the real
world when in the VE) and Experienced Realism (how authentic the VE feels compared to
the real world) received lower scores. This might be attributed to the concurrent visibility of
the real world and the VE, enabling immediate comparison and exposing the VE’s relative
lack of realism.

5.4. Implications for Foot-Based Haptic Feedback

The findings of our study underscore the significance of both visual and tactile feed-
back in the design of foot-oriented haptic devices. To achieve a convincing simulation of
materials, tactile input should be meticulously crafted to emulate the targeted material,
complemented by high-resolution visual input. Visuals can be altered from the physical
material to simulate new materials; however, different visuals should be used for each
material. It is crucial to align virtual visuals with the physical environment to ensure the
user’s safety and prevent unexpected sensations when interacting with unknown objects
in the virtual landscape. Devices offering foot-based haptics should promote unhindered
user mobility, enabling individuals to freely navigate the virtual environment and fostering
a more naturalistic experience. Considering the continuous influx of visual information
we receive about our surroundings, new experiences can be created by altering the visual
appearance of materials, yet these should not be the user’s main focus. This would allow
users to navigate the VE intuitively, focusing less on their movements and more on the
immersive experience.

5.5. Sustainability and Industrial Implications

While the results from our study are limited, they highlight an area for continuing
work and reduction of resources. Our study only focused on the perception of indoor
flooring materials; further work is needed to explore if the methods discussed in this study
can be applied to other materials. The methods of this study could also be applied to
other areas of the body. Work by Shokur et al. [58] has shown that tactile perception of
flooring materials can be perceived from the arms. This would allow future development
of haptic technologies to be less focused on the materials used and more on how the visuals
can be controlled to simulate various materials. This reduction in materials used is also
environmentally beneficial as less resources are needed to produce the haptic technologies.

6. Limitations

Our exploration was confined to four materials in order to curtail the duration of the
user study. This was a reduction from the eight materials featured in the pilot study, fol-
lowing the exclusion of similar materials, yet it inevitably resulted in a somewhat restricted
data range from the user study. The inclusion of a greater variety of materials would have
facilitated a more comprehensive comparison and provided a richer understanding of the
overall trends we sought to investigate. Given our focus on a limited subset of indoor
flooring materials and only three tactile pairs, it is plausible that the gathered results do
not represent a comprehensive scope of all possible materials. Future research should
endeavour to broaden the spectrum of materials and tactile pairs examined.
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The findings of Experiment 2 suggested that aligning the visual appearance with
physical surroundings heightens one’s awareness of tactile feedback. However, the data are
derived from a solitary case, involving 18 participants distributed between two conditions;
hence, the inferential capacity of the results is somewhat limited. The experiment did not
delve into which materials would influence a person’s awareness or how the overlay of
different visual appearances might impact this awareness. It merely determined whether
one condition elevated awareness compared with the other, providing a binary answer
without quantifying the degree to which awareness was affected by the physical material
or the virtual overlay. Additionally, some participants did not traverse between the two
materials the anticipated seven times, resulting in a range of correct answers. Coupled with
the answer brackets, this led to an ambiguity concerning the overall trend.

7. Conclusions

In this research, we conducted a pilot study and two perception experiments in
Augmented Virtuality to investigate the effects of changing visual appearance on tactile
perception. In the first experiment, our findings showed that altering the virtual texture of
flooring materials had a significant influence on a person’s tactile perception of roughness,
but this was not the case for hardness and stiffness. It was also observed that materials
characterised by more pronounced tactile properties were less impacted by alterations in
visual appearance. The second experiment revealed that aligning the visual representation
with the physical material enhanced a person’s tactile awareness, particularly when their
attention was directed towards another task. Despite the somewhat limited scope of mate-
rials examined in our study, this research will potentially catalyse further investigations
into how the manipulation of visual feedback can shape tactile perception. Future research
should not limit user movement and provide accurate, high-quality visuals to create the
most natural experience.
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