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Abstract: Weed detection technology is of paramount significance in achieving automation and
intelligence in weed control. Nevertheless, it grapples with several formidable challenges, including
imprecise small target detection, high computational demands, inadequate real-time performance,
and susceptibility to environmental background interference. In response to these practical issues,
we introduce CCCS-YOLO, a lightweight weed detection algorithm, built upon enhancements to the
Yolov5s framework. In this study, the Faster_Block is integrated into the C3 module of the YOLOv5s
neck network, creating the C3_Faster module. This modification not only streamlines the network
but also significantly amplifies its detection capabilities. Subsequently, the context aggregation
module is enhanced in the head by improving the convolution blocks, strengthening the network’s
ability to distinguish between background and targets. Furthermore, the lightweight Content-Aware
ReAssembly of Feature (CARAFE) module is employed to replace the upsampling module in the
neck network, enhancing the performance of small target detection and promoting the fusion of
contextual information. Finally, Soft-NMS-EIoU is utilized to replace the NMS and CIoU modules in
YOLOv5s, enhancing the accuracy of target detection under dense conditions. Through detection
on a publicly available sugar beet weed dataset and sesame weed datasets, the improved algorithm
exhibits significant improvement in detection performance compared to YOLOv5s and demonstrates
certain advancements over classical networks such as YOLOv7 and YOLOv8.

Keywords: weeds detection; Yolov5s; C3_Faster; CARAFE; contest aggregation; Soft-NMS-EIoU

1. Introduction

Sugar beet, as a crop, plays a crucial role in global food and economic systems. How-
ever, during the growth of sugar beet, various types of weeds in the field compete for
water, nutrients, and sunlight, significantly impacting crop yield and quality [1]. Research
indicates that weed growth can lead to crop yield losses of up to 34% [2]. Weed removal
and control have thus become integral components of modern agricultural production.

Existing weed control methods primarily include mechanical weeding, traditional
pesticide application, and robotic weeding, among others. Mechanical weeding, though
effective, comes with substantial labor costs and the potential for crop damage [3]. Over-
reliance on pesticides for weed control can result in environmental pollution and pesticide
residues [4]. With the proliferation of artificial intelligence technologies, modernized weed
control methods such as laser weeding robots and pesticide spraying robots have emerged.
These robots are capable of precise identification and localization of crops and weeds
during their operations [5,6]. However, achieving real-time detection and recognition of
crops and weeds remains a critical challenge.

Currently, optical technologies encompass optical detection techniques, digital image
processing, curvelet transform detection, and computer vision detection techniques, such as
hyperspectral imaging technology and terahertz spectroscopy imaging, which have found
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widespread applications and development in object detection [7–10]. Optical technologies
have been employed extensively, including the use of digital image processing for fruit
grading and sorting [11], and curvelet transform detection for identifying plants infected
with diseases [12]. However, these methods are associated with high detection costs or
limited applicability. Consequently, computer vision technology is primarily considered.
Table 1 outlines the advantages and disadvantages of these current detection methods.

Table 1. Advantages and disadvantages of various detection algorithms.

Method Advantages Disadvantages

Optical Detection High accuracy, fast speed High cost, not suitable for
multi-target detection

Digital Image Processing Fast speed, low cost Limited applicability, high
environmental requirements

Curvelet Transform Detection Fast speed
Limited applicability, high
detection environmental
requirements

Computer Vision High accuracy, fast speed
Requires a large amount of
dataset and computational
resources

In recent years, with the advancement and application of computer vision, agriculture
has experienced significant progress in terms of intelligence [13–15]. Deep learning, as
a subset of computer vision, is known for its ability to rapidly detect, locate, and recog-
nize targets. Consequently, deep learning is now widely applied in agricultural weed
control [16].

In the field of target recognition, algorithms are broadly categorized into one-stage
and two-stage methods [17]. Faster R-CNN [18], a representative two-stage algorithm,
has gained widespread adoption. Mu et al. [19] successfully detected weeds in complex
field backgrounds by integrating the ResNeXt network with the FPN for feature extraction.
However, Faster R-CNN, being a two-stage algorithm, has the drawback of relatively
slow inference speed. Two-stage algorithms require the initial filtering of candidate boxes,
followed by determining whether the candidate boxes enclose the target for detection.
Subsequently, adjustments to the position of the target are made, leading to a slower
process. On the other hand, one-stage algorithms do not involve the candidate box filtering
step. Instead, they directly regress the position coordinates of the target box and the
classification probability of the target, resulting in a faster operation.

On the other hand, one-stage algorithms, which perform object classification and local-
ization in a single step, are exemplified by YOLO (You Only Look Once). YOLO is known
for its high-speed detection and accuracy [20]. Ying et al. [21] proposed YOLOv4-weeds, an
improved algorithm based on YOLOv4 [22]. YOLOv4-weeds replaced YOLOv4’s backbone
network with MobileNetV3-Small and introduced depthwise separable convolutions and
attention mechanisms, making the detection model more efficient. Wang et al. [23] pre-
sented YOLO-CBAM, a convolutional neural network model that combines YOLOv5 and
attention mechanisms for weed detection. It achieved an average precision improvement
of 2.49% and real-time detection on Jetson AGX Xavier. Chen et al. [24] introduced the
YOLO-sesame model, which outperformed mainstream models like Fast R-CNN, SSD, and
YOLOv4, achieving a final mAP of 96.16% and a frame rate of 36.8%, effectively meeting
the requirements of sesame weed detection. Hong et al. [25] incorporated the Channel
Attention (CA) mechanism into the backbone feature extraction network and replaced
the Path Aggregation Network (PANet) with a Bi-directional Feature Pyramid Network
(BiFPN) in the neck network. The enhanced YOLOv5 network demonstrates effective
asparagus detection in various weather conditions. Liu et al. [26], through improvements
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in the backbone network, attention mechanism, and loss functions, significantly reduced
the parameter count and enhanced detection accuracy.

To address the aforementioned challenges and develop a method that balances detec-
tion accuracy and speed for weed detection in sugar beet fields, we propose CCCS-YOLO,
a lightweight weed detection method based on YOLOv5s. The primary contributions of
this study are as follows:

1. Improved the neck network by utilizing the lightweight FasterNet [27] architecture to
create the new C3_faster module, which replaced the first three C3 modules in the neck.
The objective was to reduce the model’s parameter count, making it more lightweight.

2. Replaced the 1 × 1 convolution in the head with Contest Aggregation [28], adaptively
fusing context information of different scales, improving the model’s performance in
detecting weeds in complex backgrounds.

3. Replaced the conventional upsampling modules in the neck network with the
CARAFE [29] module, enhancing the fusion of contextual information and improving
the model’s performance in detecting small targets.

4. Proposed using EIoU [30] to replace the original CIoU in YOLOv5, enhancing regres-
sion accuracy. Additionally, we introduce Soft-NMS [31] to optimize overlapping
bounding boxes in the regression task, reducing redundant boxes, and retaining
potential target boxes, thus enhancing the model’s robustness.

5. Conducted tests to evaluate performance under different IoU thresholds and using
combinations of IoU and Soft-NMS. We also perform ablation experiments on different
optimization modules. Lastly, we compare our model with classical object detection
networks to validate its effectiveness.

6. To validate the robustness of the model, the performance of YOLOv5 was compared
with the improved algorithm on the sesame weed dataset.

These efforts aim to address the challenges posed by variations in the size, shape,
weed diversity, night-time conditions, and different growth stages of weeds in practical
detection tasks related to crops and weeds.

The remaining sections of this paper are organized as follows: Section 2 introduces
the innovations of this study, providing a detailed overview of the algorithmic structure
of CCCS-YOLO. Section 3 outlines the experimental setup and parameters, followed by
an analysis and comparison of the experimental results. Finally, Section 4 presents the
conclusions of this paper and outlines avenues for future work.

2. Materials and Methods
2.1. Dataset

This study utilized the publicly available dataset known as the “lincolnbeet_dataset” [32].
The primary purpose of this dataset is to facilitate research in target recognition under high
occlusion environments. The dataset comprises a total of 4402 images, each featuring objects
of interest, namely weeds and sugar beets, with image dimensions of 1920 × 1080 pixels.
The dataset is alocated into training, validation, and test sets in a ratio of 7:2:1. In total, the
dataset contains 39,246 annotated bounding boxes, consisting of 16,399 for sugar beets and
22,847 for weeds. Figure 1 displays a selection of images from the dataset.

2.2. Enhanced YOLOv5 Model
2.2.1. YOLOV5

The YOLO series of algorithms have seen extensive application in target detection
tasks within the field of agricultural production. Currently, the most widely used YOLO
variant is the YOLOv5 series, known for its fast detection speed and high recognition
accuracy. The YOLOv5 series is divided into YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l,
and YOLOv5x. This paper focuses on improvements made to YOLOv5s.
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Figure 1. Examples of images from the dataset.

As illustrated in Figure 2, YOLOv5s-7.0 is divided into four main components: Input,
Backbone, Neck, and Head. After the dataset is fed into the network, preprocessing steps are
applied to the input data, including adaptive image scaling, Mosaic data augmentation, and
adaptive anchor boxes. The Backbone is responsible for feature extraction from the images and
consists of CBS (Convolutional, Batch Normalization, and Activation) layers, CSP1_X, and
SPPF. CBS layers perform feature extraction and information propagation, CSP1_X modules
enhance feature extraction, improving the model’s receptive field, and the SPPF module
utilizes pooling at different scales to enhance the transmission of contextual information.
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The Neck section primarily focuses on feature fusion within the main network. It
is composed of the Feature Pyramid Network (PFN) and the Path Aggregation Network
(PAN). PAN constructs a pyramid of feature maps at different levels within the main
network, enabling the capture of rich feature information at various scales for improved
detection of both small and large targets. PAN introduces a top-down path within the
network, facilitating effective information transfer and feature fusion.

Finally, the Head section is responsible for object localization and classification in the
detection process.

2.2.2. C3-Faster

In the pursuit of designing faster neural networks, much of the current research
is centered around reducing the number of floating-point operations (FLOPs). Models
such as MobileNets [33], ShuffleNets [34], and GhostNet [35] optimize the FLOPs of the
model through structures like Depthwise Convolution and Group Convolution. However,
this often leads to increased memory access, resulting in a decrease in computational
efficiency. Addressing the issues of redundant computations and memory access, Chen
et al. [27] proposed a novel architecture known as Partial Convolution, backed by multiple
experiments that demonstrate the efficiency of the PConv convolution module, showcasing
its superiority over other convolution modules.

The Faster-Block module incorporates the PConv module, creating a larger convolu-
tion module that exhibits high efficiency and lightweight characteristics. Consequently,
integrating the Faster-Block module into the C3 module, thereby making the network more
lightweight to meet the demands of rapid target recognition. Figure 3a–c represent the
structural diagrams of PConv, Faster-Block, and C3-Faster, respectively.
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2.2.3. Context Aggregation

In the task of weed detection, to enhance the detection performance of deep object
detection models in complex backgrounds, the Context Aggregation module was intro-
duced into the YOLOv5 network structure. Its core idea lies in the adaptive fusion of
context information at different scales using a contextual aggregation approach, aiming to
improve the model’s robustness and accuracy. The composition of this module is depicted
in Figure 4. The broadcast Hadamard product is a type of matrix operation, defined as
Ci,j = Ai,jBij , denoted as A� B.
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In this paper, we utilize the context aggregation module to replace the 1× 1 convolu-
tion in the head of the neural network. This module operates through three key steps:

Attention Weight Calculation: The initial step involves computing attention weights.
This is achieved by applying a 1 × 1 convolution layer followed by a sigmoid activation
function. This ensures that the attention weights fall within the range of 0 to 1. The
objective here is to automatically adjust the weights based on the importance of input
features, facilitating effective feature fusion.

Context Information Fusion: After obtaining attention weights and feature values,
a matrix multiplication operation is performed between the feature values and attention
weights. This operation leads to an adaptive weighted fusion of context information.
This approach enables the model to better perceive the relationship between objects and
backgrounds based on the importance of features in different regions. Notably, this fusion
method excels in feature fusion across different scales, contributing to enhanced object
detection performance.

Feature Transformation and Output: The weighted features are subsequently subjected
to a 1× 1 convolution layer to enhance their representational capacity. These features,
which have undergone context information fusion, constitute the final output features.
Importantly, these features possess improved discrimination capabilities between targets
and backgrounds in the weed detection task.

By integrating the context aggregation module into YOLOv5, an adaptive fusion of
context information across different scales has been achieved. This enhancement signifi-
cantly boosts the model’s performance. The introduction of an adaptive context information
fusion method equips the model to better handle complex backgrounds and variations in
target sizes encountered in weed detection tasks.

2.2.4. Lightweight CARAFE Upsampling Operator

To further enhance the recognition capabilities for small weed targets, CARAFE is
employed as a replacement for the nearest-neighbor interpolation upsampling used in
the original YOLOv5. The nearest-neighbor interpolation upsampling relies solely on
pixel spatial positions to determine the upsampling kernel, without effectively leveraging
semantic information within the feature map. This limitation results in a small perceptual
field. In contrast, CARAFE excels in aggregating contextual information from the image,
thereby increasing the receptive field size. CARAFE dynamically generates adaptive kernels
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for the feature map and then employs them for feature reassembly, facilitating seamless
feature map integration and preserving feature map integrity.

CARAFE comprises two primary modules: the upsampling kernel prediction module
and the feature reassembly module. The upsampling kernel prediction module analyzes
the input feature map to predict the sizes of corresponding upsampling kernels at different
positions. The feature reassembly module utilizes the upsampling kernels obtained from
the prediction module to perform the upsampling operation. The module structure of
CARAFE is illustrated in Figure 5.
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In the upsampling kernel prediction module, to reduce computational complexity,
an initial 1× 1 convolutional layer is applied to compress the input feature map of shape
H ×W × C into a compact form with dimensions H ×W × Cm. Subsequently, an inner
encoding sub-module employs convolutional layers with kernel sizes of kencoder × kencoder
to perform the prediction task, yielding upsampling kernels of size σH × σW × k2

up. Here,
σ represents the upsampling factor, and k2

up denotes the size of an individual upsampling
kernel for a single feature point. The upsampling kernels are then subject to softmax
normalization to ensure that the sum of kernel weights equals 1. This process adaptively
generates corresponding upsampling kernels for each distinct feature point.

In the feature reassembly module, each feature point in the output feature map is
mapped to the input feature map, considering a region of size kup × kup centered on that
feature point. The dot product between this region and the associated upsampling kernel
results in an output feature map of dimensions σH × σW × C. Thus, compared to the
original nearest-neighbor interpolation upsampling, CARAFE upsampling preserves the
integrity of image features, enlarges the feature’s receptive field, and enhances the feature
pyramid’s feature extraction and fusion capabilities.

2.2.5. Soft-NMS-EIoU

Traditional Non-Maximum Suppression (NMS) [36] is an algorithm used to obtain
local maxima and suppress non-maximum values. It begins by sorting all candidate
bounding boxes based on their category scores and selects the one with the highest score. It
then iterates through the remaining candidate boxes. When the Intersection over Union
(IoU) value between the remaining candidate box and the one with the highest score
exceeds the predetermined IoU threshold, the remaining box is removed. This process is
repeated until all boxes have been processed, resulting in the retained candidate boxes as
the final detection results. However, when there are numerous densely packed objects in an
image, NMS can lead to overlapping between the preselected boxes, resulting in the direct
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discard of many boxes and a decrease in detection accuracy. Since our dataset contains
many densely packed weed targets, this algorithm is not suitable.

To address this issue, the NMS algorithm is replaced with the Soft-NMS algorithm. In
Soft-NMS, when the IoU between a detection box and the highest-scoring detection box
exceeds the set threshold, it does not immediately set the score of the detection box to zero.
Instead, it replaces the original score with a slightly lower score. The following are the
processing steps for NMS and Soft-NMS: (1) represents NMS and (2) represents Soft-NMS.
Here, si denotes the current score of the detection box being processed, Nt is the set IoU
threshold, and M is the highest-scoring detection box.

si

{
si, IoU(M, bi) < Nt
0, IoU(M, bi) ≥ Nt

(1)

si

{
si, IoU(M, bi) < Nt

si(1− IoU(M, bi)), IoU(M, bi) ≥ Nt
(2)

Soft-NMS involves further calculations related to IoU, and the choice of IoU directly af-
fects the suppressive effect of Soft-NMS. The original Soft-NMS used IoU for non-maximum
suppression. However, IoU has a limitation: when two detection boxes do not overlap, the
IoU value is 0, indicating no re flection of the distance between the two objects. In such
cases, the gradient is 0, making further optimization and training impossible.

CIoU is a loss function used in YOLOv5, which takes into account the overlap area
of bounding box regression, center point distance, and aspect ratio. The penalty term for
CIoU is defined as follows:

RCIoU =
ρ2(b, bgt)

c2 + αv (3)

Here, α is a weight function, and v is used to measure the similarity of aspect ratios,
defined as follows:

v =
4

π2 (arctan
wgt

hgt − arctan
w
h
)2 (4)

The CIoU loss is defined as follows:

LCIOU = 1− IOU +
ρ2(b, bgt)

c2 + αv (5)

In the above equations, Cw, Ch, ρ represent the width and height of the minimum
enclosing box covering both boxes, and the Euclidean distance between b and bgt, w, h,
wgt, hgt are the width and height of the predicted and ground truth boxes. DIoU and CIoU
overcome the issue of calculating loss when prediction and ground truth boxes do not
intersect or contain each other. They accelerate convergence by computing the center point
distance. The αv factor in the CIoU calculation incorporates aspect ratio considerations,
improving regression accuracy.

However, CIoU has some limitations. It has ambiguity regarding aspect ratios and
cannot reflect the differences in width and height confidence effectively, which can hinder
effective similarity optimization. To address these shortcomings, this paper proposes a
method called Soft-NMS-EIoU, which combines EIoU with Soft-NMS to achieve faster and
better convergence and improve training accuracy.

The EIoU loss calculation is shown in Equation (6):

LEIoU = LIOU + Ldis + Lasp

= 1− IOU +
ρ2(b,bgt)

c2 +
ρ2(w,wgt)

c2
w

+
ρ2(h,hgt)

c2
h

(6)

EIoU loss consists of three components: overlap loss, center distance loss, and width–
height loss. In the above equation, LIOU represents the overlap loss between predicted
and ground truth boxes, Ldis is the center distance loss, and Lasp represents the width and
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height loss. The first two parts continue the calculation method from CIoU, but EIoU
introduces the width–height loss to address the problem of simultaneous width and height
adjustment. This improvement enhances the precision, stability, and convergence speed of
object detection models.

2.2.6. The Structure of CCCS-YOLO

The paper introduces an improved algorithm called CCCS-YOLO, based on YOLOv5,
which enhances the detection of sugar beets and weeds in sugar beet fields. The improve-
ments are made in several aspects, including the C3 module in the neck, the upsampling
module, the 1× 1 convolution and IoU in the head, and NMS. These improvements lead to
more precise detection. The schematic diagram of the improved CCCS-YOLO is illustrated
in Figure 6.

First, in the neck network’s C3 module, the Faster-Block module is added. This module
utilizes depthwise separable convolution to make the entire network more lightweight. It
reduces the parameter count and computational complexity while facilitating feature fusion
in the backbone network. Additionally, the CARAFE operator is introduced in the neck
to replace the original nearest-neighbor interpolation for upsampling. This enhances the
network’s receptive field and feature fusion capabilities while achieving a more lightweight
design compared to standard upsampling.

Second, in the head section, the Context Aggregation module is used to replace the
ordinary 1× 1 convolution block. This module employs context information fusion for multi-
scale feature fusion. It allows the network to acquire more useful and efficient features, better
differentiate between backgrounds and targets, and strengthen the detection performance.

Lastly, in the improved CCCS-YOLO, the original YOLOv5’s IoU and NMS are re-
placed with more efficient and accurate EIoU and Soft-NMS. This combination, known
as Soft-NMS-EIoU, enhances the loss function between predicted boxes and target boxes
and the non-maximum suppression calculation, resulting in further improvements in
detection performance.

Below is a diagram illustrating the structure of the improved CCCS-YOLO:
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3. Experimental Validation and Results Analysis

This experiment was performed on the basis of Python 3.7.3 and CUDA 11.0 environ-
ments. During the experiment, the parameters of the hardware devices were Inter Core
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i7-11700 and NVidia GeForce RTX 3060 12 G. The algorithm parameter settings are as
follows: the learning rate is 0.02; the momentum parameter in the gradient descent with
momentum is 0.937. The input image size was set to 1920 × 1080. A total of 100 epochs
and a batch size of 16 were used during training.

3.1. Model Evaluation Metrics

To better assess the model’s performance, evaluation metrics such as accuracy (P),
recall (R), F1 score, and mean average precision (mAP@0.5 and mAP@0.5:0.95) were used.
Below is the calculation formula for IoU:

IoU =
A ∩ B
A ∪ B

(7)

Here, A represents the predicted bounding box, and B represents the ground truth
bounding box. P represents the proportion of correctly identified defects among all defects
predicted by the model. R represents the proportion of correctly identified defects among
all true labeled defects. F1, on the other hand, combines the precision and recall metrics to
comprehensively evaluate the model’s performance. XTP denotes the number of correctly
recognized targets by the algorithm, while XFP represents the number of instances where
the algorithm predicted a positive sample, but it was actually a negative sample. The
calculation formula is as follows:

P =
XTP

XTP + XFP
× 100% (8)

R =
XTP

XTP + XFN
× 100% (9)

F1 =
2× (P× R)

P + R
× 100% (10)

3.2. Comparative Experiments with Different IoU and Soft-NMS-X

To evaluate the impact of different loss functions on the model’s detection performance,
experiments comparing classic loss functions were conducted. Furthermore, to assess the
effectiveness of combining Soft-IoU with traditional loss functions, experiments with
various combinations were performed. The experimental results are shown in the following
figure. In Table 2, the following abbreviations are used: G, D, E, S, W, M represent GIoU [37],
DIoU [38], EIoU, SIoU [39], WIoU [40], and MPDIoU [41] loss functions, respectively. The
YOLOv5 model with the introduced Soft-NMS structure is denoted as YOLOv5-SN.

Table 2. Comparative experiments of YOLOv5s with different loss functions.

Methods Params (M) FLOPs@640 (B) mAP@0.5
(%) mAP@0.5:0.95(%) Precision

(%) Recall (%)

yolov5s 7.1 15.8 76.3 53.5 76.9 71.5
yolov5s + G 7.1 15.8 77.7 53.7 76.3 72.5
yolov5s + D 7.1 15.8 77.3 53.7 76.9 72.4
yolov5s + E 7.1 15.8 77.8 54.2 76.9 73.0
yolov5s + S 7.1 15.8 77.9 54.0 76.5 72.7
yolov5s + W 7.1 15.8 75.8 52.8 76.2 71.6
yolov5s + M 7.1 15.8 75.8 53.0 76.6 71.2
yolov5s + SN 7.1 15.8 77.3 57.5 76.4 71.3

yolov5s + SN + D 7.1 15.8 77.6 57.5 76.7 72.4
yolov5s + SN + E 7.1 15.8 77.6 57.9 76.8 73.0
yolov5s + SN + G 7.1 15.8 77.7 57.4 76.2 72.6
yolov5s + SN + S 7.1 15.8 76.7 57.2 77.3 70.6
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From Table 2, it is evident that the inclusion of different loss functions in YOLOv5 has
a notable impact on the network’s detection results. Compared to YOLOv5s, the addition
of EIoU results in a 1.6% improvement in mAP@0.5, a 0.7% improvement in mAP@0.5:0.95,
and a 1.5% increase in recall. Among various IoUs, the incorporation of EIoU yields the
most significant improvements.

When Soft-NMS-EIoU is introduced into the YOLOv5s network and compared with
other combinations of IoUs and Soft-NMS, it achieves the best results in mAP@0.5:0.95
and recall performance metrics while maintaining similar performance in other metrics.
Compared to the original YOLOv5s network, with the same parameters and computational
load, it enhances mAP@0.5 by 1.3%, mAP@0.5:0.95 by 4.4%, and recall by 1.5%, with only a
minor sacrifice of 0.1% in precision. Compared to EIoU, Soft-NMS-EIoU added to YOLOv5
shows a 3.5% improvement in mAP@0.5:0.95, with similar performance in other metrics.

Overall, the addition of Soft-NMS-EIoU to YOLOv5s significantly enhances the net-
work’s detection performance.

3.3. Comparative Experiments

To demonstrate the accuracy of the improved model, comparative experiments were
conducted using the same dataset, under identical conditions, and on the same device. In
this experiment, metrics such as Precision (P), Recall (R), F1 score, mAP@0.5, mAP@0.5:0.95,
GFLOPs, and others were utilized to evaluate the model’s performance. Additionally, to
validate the performance improvement of the modified model, comparative experiments
were conducted with classic object detection networks such as YOLOv4-tiny, YOLOv7-
tiny [42], YOLOv8s, YOLOx [43], TIA-YOLO [44], SSD [45], and Faster-RCNN, all within the
same environment. The results of these experiments serve as indicators of the effectiveness
of the CCCS-YOLO algorithm proposed in this paper. Table 3 presents the comparative
experiments between CCCS-YOLO and other object detection algorithms.

Table 3. Comparison among different object detection algorithms.

Model mAP@0.5
(%)

mAP@0.5:0.95
(%) Recall (%) F1 Precision

(%)
Weight
(MB)

Params
(M) GFLOPs

YOLOv4-tiny 50.68 30.69 46.2 54.8 67.87 22.4 6.0 16.3
Faster-RCNN 53.46 36.1 60.1 52.8 47.1 108 41.13 78.1

SSD 46.48 31.2 56.9 65.0 75.8 91.1 50.4 114.2
YOLOx 74.84 53.7 71.4 74.4 77.69 34.3 8.94 26.64

YOLOv5s 76.3 53.5 71.5 74.1 76.9 13.7 7.1 15.8
TIA-YOLOv5 75.63 52.4 72.4 74.8 77.5 16.8 9.4 17.6
YOLOv7-tiny 76.9 51.3 71.3 74.7 78.6 11.7 6.1 13.0

YOLOv8s 77.1 54.0 72.4 76.9 82.1 21.5 11.2 28.6
CCCS-YOLO 79.5 58.6 74.8 77.9 81.3 14.9 7.65 16.1

From Figure 7, the changes in the PR curve for YOLOv5 can be observed before and
after improvement. In Figure 8, the training results indicate that the loss function did not
consistently decrease to a point of minimal change during training. This suggests that
the network did not experience overfitting. Additionally, the use of early stopping before
training can prevent overfitting, ensuring the effectiveness of the training process.

The comparative experiments across various algorithms in the table above reveal that
CCCS-YOLO achieves the highest mAP@0.5, mAP@0.5:0.95, and F1 scores when compared
to other mainstream algorithms. In the comparison using the mAP@0.5:0.95 parameter, our
algorithm outperforms YOLOv4-tiny by 27.91%, Faster-RCNN by 22.5%, SSD by 27.4%,
YOLOx by 4.9%, YOLOv5s by 5.1%, YOLOv7-tiny by 7.3%, and YOLOv8s by 4.6%. It
attains a higher level of detection accuracy compared to other models.
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While CCCS-YOLO has slightly higher parameters and GFLOPs compared to YOLOv5s,
it consistently outperforms the YOLOv5s model in various performance metrics. In conclu-
sion, CCCS-YOLO, proposed in this paper, demonstrates superior detection performance
while maintaining a relatively low parameter count and computational load, substantiating
the excellence of our algorithm.

3.4. Ablation Experiments

To validate the effectiveness of the four different improvement methods on model
detection performance, experiments were conducted by individually adding C3-Faster,
context aggregation, CARAFE, and Soft-NMS-EIoU to YOLOv5s. For clarity, in this paper,
the use of the abbreviations, C3F, CA, CAR, and SNE, represent C3-Faster, context aggrega-
tion, CARAFE, and Soft-NMS-EIoU, respectively. The experimental results are presented in
Table 4.

As indicated by Table 4, it is evident that when the C3F module in the neck network
was solely improved, the network’s parameters and computational load decreased corre-
spondingly, achieving a lightweight design. Furthermore, mAP@0.5 increased by 1.4%,
accuracy improved by 1%, and recall increased by 1.3%. When the 1 × 1 convolution
was replaced with context aggregation only in the head, enabling multiscale contextual
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information fusion, mAP@0.5 improved from 76.3% to 77.9%, showing a 1.6% increase.
Accuracy increased from 76.9% to 77.8%, a gain of 0.9%.

Table 4. Ablation experiments.

Methods Params
(M) GFLOPs mAP@0.5

(%)
mAP@0.5:0.95

(%)
P

(%)
R

(%)

YOLOv5s 7.1 15.8 76.3 53.5 76.9 71.5
YOLOv5s + C3F 6.8 14.9 77.7 53.4 77.9 72.8
YOLOv5s + CA 7.7 16.7 77.9 53.9 77.8 71.8
YOLOv5s + CAR 7.16 16.0 77.5 53.7 79.8 72.7
YOLOv5s + SNE 7.1 15.8 77.6 57.9 76.8 73.0
YOLOv5s + C3F + CA 7.5 15.8 78.1 53.8 78.4 73.6
YOLOv5s + C3F + CA + SNE 7.5 15.8 78.9 58.2 78.7 73.6
YOLOv5s + C3F + CA + SNE + CAR 7.65 16.1 79.5 58.6 81.3 74.8

Using CARAFE to replace the original upsampling in YOLOv5s significantly enhanced
the performance of detecting small targets like weeds and sugar beets, increasing the
network’s receptive field. mAP@0.5 improved to 77.5%, a gain of 1.2%, and recall increased
to 72.7%, a 1.2% improvement.

When only Soft-NMS-EIoU was improved, mAP@0.5 increased by 1.3%, mAP@0.5:0.95
improved by 4.4%, effectively enhancing small target detection performance, and recall
increased by 1.5%.

Upon integrating all four improvement modules into YOLOv5s, with minimal changes
in parameters and GFLOPs, mAP@0.5 increased by 3.2%, mAP@0.5:0.95 increased by 5.1%,
accuracy improved by 4.4%, and recall increased by 3.3%. The test results demonstrate that
the performance of the improved model has been effectively enhanced in all aspects.

3.5. Results Visualization

To validate the effectiveness of the CCCS-YOLO model in detecting sugar beets
and weeds in sugar beet fields, this paper conducted performance tests in five different
backgrounds, labeled as a, b, c, d, and e.

In a soil environment, YOLOv5s exhibited cases of false positives, but our algorithm
accurately identified them. In backgrounds b, c, d, and e, the original YOLOv5s models
all had instances of missed detections, whereas our model successfully detected them,
demonstrating a significant improvement over the original YOLOv5s. The test results are
shown in Figure 9.

3.6. Robustness Evaluation of the Improved Algorithm

To validate the detection performance of our proposed method on another weed
dataset, this paper selected an additional dataset to assess the robustness of the approach.

3.6.1. Sesame Weed Dataset

This paper utilized a dataset uploaded to Kaggle (https://www.kaggle.com/ravirajsi
nh45/crop-and-weed-detection-data-with-bounding-boxes (accessed on 20 June 2023)) for
sesame weed detection. This dataset comprises 1300 images featuring sesame crops and
various types of weeds, each labeled with bounding box annotations. The images have a
size of 512 × 512 pixels, and the image labels follow the YOLO format.

Given the relatively limited number of images, various data augmentation techniques,
such as rotation, translation, brightness variations, etc., were employed. After augmen-
tation, the total dataset consists of 2546 images, with 1872 images for training, 468 for
validation, and 206 for testing.

https://www.kaggle.com/ravirajsinh45/crop-and-weed-detection-data-with-bounding-boxes
https://www.kaggle.com/ravirajsinh45/crop-and-weed-detection-data-with-bounding-boxes
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3.6.2. Comparative Analysis before and after Improvement

To verify the robustness of our algorithm, comparative experiments were conducted
between YOLOv5s and CCCS-YOLO on different weed datasets, using the same equipment
and environment with identical parameter settings. Comparative results are presented in Ta-
ble 5, while Figure 10 illustrates the Precision-Recall (PR) curve for the experimental process.

Table 5. Comparative experiment on sesame weed dataset.

Model mAP@0.5 (%) mAP@0.5:0.95 (%) Recall (%) Precision (%)

YOLOv5s 87.2% 57.3% 82.5% 81.2%

CCCS-YOLO 88.7% 58.9% 83.1% 83.7%

In Table 5 and Figure 10, it is evident that on the sesame weed dataset, our improved
algorithm exhibits significant improvement compared to YOLOv5s. There is a notable
increase of 1.5% in mAP@0.5 and a 2.5% enhancement in accuracy. This demonstrates
that our algorithm performs well on other weed datasets, confirming the robustness of the
improved algorithm.
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4. Conclusions

In response to the challenges of sugar beet and weed detection in complex back-
grounds, this study proposes an enhanced algorithm, CCCS-YOLO, based on YOLOv5.
Firstly, the algorithm introduces the C3-Faster structure to achieve a lightweight network
with higher accuracy. Secondly, contest aggregation and CARAFE modules are incorpo-
rated to enhance the fusion capability of contextual information in feature maps, thereby
improving the algorithm’s performance in small target detection. Finally, the addition of
the Soft-NMS-EIoU structure enhances detection accuracy. To demonstrate the performance
of our model, tests were conducted on two datasets, both yielding favorable results.

On the sugar beet and weed dataset, CCCS-YOLO outperforms YOLOv5s, showing
a 5.1% increase in mAP@0.5:0.95, a 3.8% increase in F1 score, and a 4.4% improvement in
accuracy. The improved algorithm also surpasses other networks such as Faster-RCNN,
YOLOv7, and YOLOv8. Tests on the sesame weed dataset confirm the robust performance
of the improved algorithm, exhibiting improvements across various metrics compared
to YOLOv5.

The proposed algorithm is part of an application for laser weeding on wheeled vehicles,
playing a crucial role in identifying and locating weeds. This contribution facilitates the
advancement of intelligent and mechanized weed control. In future research, exploring
lightweight network architectures will continue to further enhance algorithm performance,
making it more suitable for deployment on edge devices.
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