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Abstract: Powered parafoils, known for their impressive load-bearing capacity and extended en-
durance, have garnered significant interest. However, the parafoil system is a highly complex
nonlinear system. It primarily relies on the steering gear to change flight direction and utilizes a
thrust motor for climbing. However, achieving precise trajectory tracking control presents a challenge
due to the interdependence of direction and altitude control. Furthermore, underactuation and wind
disturbances bring additional difficulties for trajectory tracking control. Consequently, realizing
trajectory tracking control for powered parafoils holds immense significance. In this paper, we
propose a trajectory tracking method based on Twin Delayed Deep Deterministic Policy Gradient
(TD3) algorithm-optimized Linear Active Disturbance Rejection Control (LADRC). Our method
addresses the underactuation issue by incorporating a guiding law while utilizing two LADRC
methods to achieve decoupling and compensate for disturbances. Moreover, we employ the TD3
algorithm to dynamically adjust controller parameters, thus enhancing the controller performance.
The simulation results demonstrate the effectiveness of our proposed method as a trajectory tracking
control approach. Additionally, since the control process is not reliant on system-specific models, our
method can also provide guidance for trajectory tracking control in other aircraft.

Keywords: trajectory tracking control; powered parafoil system; linear active disturbance rejection
control; twin delayed deep deterministic policy gradient

1. Introduction

The parafoil unmanned aerial vehicle (UAV) is a type of flexible aircraft. A conven-
tional parafoil comprises a canopy, parachute, and payload, enabling it to carry out tasks
such as airdrops and aircraft recovery. With the development of autonomous aircraft
technology, powered parafoils appeared, incorporating thrust devices into the traditional
parafoil design, thus enhancing their endurance capabilities [1]. Hence, powered parafoils
possess the capability to execute precise tasks, such as stationary airdrops, and effective
trajectory tracking control is paramount for mission success. Nevertheless, the challenges
of trajectory tracking control encompass wind disturbances, underactuation, coupling, and
unexpected dynamics.

A mathematical model is necessary for analyzing the motion characteristics of a
parafoil system given the limitations imposed by actual flight tests, which involve substan-
tial preparation work, time, and expenses. Currently, there are numerous ways to express
models of powered parafoils. From a dynamics standpoint, this includes three-degree-of-
freedom (DOF) modeling [2], four-DOF modeling [3], six-DOF modeling [4], eight-DOF
modeling [5], and nine-DOF modeling [6]. Among them, the eight-DOF model takes into
account the slew, sway, yaw, heave, pitch, and roll motions, as well as the relative pitch
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and relative yaw motion between the parafoil canopy and the payload, which effectively
describe the motion state of the actual parafoil [7].

Trajectory tracking control of powered parafoils is a challenging task. The main
difficulties arise from three aspects. Firstly, the actual model is more intricate than the
constructed model, and there are unmodeled dynamics. Secondly, parafoil trajectory con-
trol is achieved by controlling the steering gear during flight, while altitude control is
achieved through thrust, resulting in coupling and underactuation between these two
control processes. Thirdly, during flight, the system is susceptible to wind disturbances,
potentially leading to severe loss of control. Taking into account the issues mentioned
above, research has been conducted. However, most of the literature only addresses the
problem of path following [8,9]. In our opinion, the main difference between implementing
trajectory tracking and path following lies in the design of the guidance law. The guidance
law plays a crucial role in expressing the tracking error in alternative forms and effectively
addressing the challenges of underactuation. However, in path following control, the guid-
ance law typically overlooks the consideration of forward tracking errors [10]. For example,
Sun et al. [11] formulated the guidance law as a sliding mode surface and employed linear
extended state observer (LESO) to decouple horizontal path following and height tracking.
Subsequently, they accomplished a three-dimensional path following control by utilizing
sliding mode controllers (SMCs). Similarly, Li et al. [12] also utilized an SMC for path
following control. Guo et al. [13] utilized the barrier Lyapunov function and backstepping
method, and developed an adaptive path-following controller. Zheng et al. [14] introduced
a horizontal path following guidance law that utilized the lateral tracking error and yaw an-
gle, enabling control of lateral tracking and the yaw angle through flap deflection. However,
the study overlooked the parafoil’s sideslip angle. There are very few research results on
parafoil trajectory tracking control. Li et al. [15] transformed tracking errors into guidance
commands for the yaw angle and glide slope angle and employed PID controllers to achieve
trajectory tracking control. For a powered parafoil without forward thrust, we proposed a
new guidance law and initially realized trajectory tracking control [16]. When selecting a
controller, apart from the aforementioned SMCs and PID controllers, other control methods
are available, such as LADRC. LADRC is a control method that has been developed based
on PID. It operates independently of model information, possesses inherent decoupling
capabilities, and is straightforward to implement in engineering applications [17,18]. As a
result, LADRC has demonstrated favorable outcomes in path-following control [19–21].

Parameter selection is a vital aspect of the controller configuration process as it directly
impacts the tracking accuracy of the controller. Researchers commonly rely on manual
tuning of controller parameters, which presents challenges in achieving optimal system
performance. Consequently, there has been a continuous emergence of various optimiza-
tion algorithms aimed at addressing this issue. For example, the heuristic algorithm,
exemplified by particle swarm optimization (PSO) [22] and the genetic algorithm [23], is
employed to optimize a set of fixed parameters of the controller [24,25]. Fuzzy control and
neural networks are utilized to obtain adaptive controller parameters [26,27]. However,
fuzzy control heavily relies on model information, while neural networks face challenges
in making appropriate decisions based on state changes. Therefore, deep reinforcement
learning (DRL) algorithms [28] that do not rely on model information and can make au-
tonomous decisions have been promoted. DRL is a kind of algorithm that combines the
computational capabilities of neural networks with the decision-making abilities of RL.
Its primary objective is to train optimal decision making through continuous interactions
between the agent and the environment. Currently, in the field of DRL, several algorithms
have been developed, including Deep Q-Networks (DQNs) [29] and Deep Deterministic
Policy Gradient (DDPG) [30]. DQNs are well suited to discrete action spaces, whereas
DDPG effectively handles continuous action spaces. The Twin Delayed Deep Determin-
istic Policy Gradient (TD3) algorithm was developed based on DDPG with enhanced
stability [31]. Current applications of the TD3 algorithm in motion control can be delin-
eated into two main categories. The first category entails employing the TD3 algorithm
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directly as a controller to optimize control variables [32,33]. The second category involves
integrating the TD3 algorithm with the designed controller to enhance its intelligence and
performance [34]. Comparatively, the second approach exhibits noticeable improvements
in training efficiency and contributes to the advancement of intelligent control systems.

Motivated by prior research, this paper presents a TD3-optimized LADRC method for
the trajectory control of a powered parafoil system. The main contributions of this paper
are summarized as follows:

• A guidance law for the trajectory tracking of a powered parafoil is proposed, which
effectively addresses the underactuation of the system.

• Based on the guidance law, two LADRC controllers aiming to achieve 3D trajectory
tracking control are designed to address challenges stemming from wind disturbances
and the coupling between horizontal trajectory and altitude.

• The TD3 algorithm is employed to acquire the controller’s real-time parameters by
leveraging the powered parafoil’s flight states. The TD3-optimized LADRC was
compared against the traditional LADRC control method using simulation results,
demonstrating the effectiveness of the proposed approach.

This paper is organized as follows: Section 2 establishes the eight-DOF model for the
powered parafoil system. Section 3 introduces the guidance law and outlines the design
process of the LADRC for horizontal trajectory and altitude control. The design process
of the TD3-optimized LADRC is presented in Section 4. Section 5 presents the simulation
results, and Section 6 concludes the paper.

2. Dynamic Modeling Introduction of Powered Parafoil

To provide a more precise depiction of the parafoil’s motion characteristics, this paper
adopts an eight-DOF dynamic model [5]. The model encompasses the parafoil canopy’s
slew, sway, yaw, heave, pitch, and roll movements, along with the relative pitch and yaw
motions between the parafoil canopy and the payload. To facilitate the modeling of the
parafoil system, three coordinate systems are introduced: the ground coordinate system,
denoted as Odxdydzd; the parafoil coordinate system, denoted as Osxsyszs; and the payload
coordinate system, denoted as Owxwywzw. These coordinate systems are illustrated in
Figure 1.

. .
dO

wO

sO

.2c 0c
1c

Parafoil canopy

Payload

Thrust device

sY

sXsZ

wX

wY

wZ

dX

dY

dZ

Figure 1. Schematic diagram of parafoil system coordinates.

First of all, based on Figure 1, we can observe that a powered parafoil system comprises
a parafoil canopy, a payload, parafoil ropes, and a thrust device. During flight, the paracord
can adjust its direction by pulling it either to the left or right. The thrust device, powered
by the propeller, generates the necessary upward lift for the parafoil. Hence, compared
to the conventional unpowered parafoil, the powered parafoil investigated in this study
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exhibits enhanced flexibility. Subsequently, we will briefly introduce the dynamic equation
of the powered parafoil.

By analyzing the forces acting on the canopy and the payload, the following momen-
tum equation can be obtained,

∂Ps

∂t
+ Ws × Ps = Faero

s + FG
s + Ft

s

∂Pw

∂t
+ Ww × Pw = Faero

w + FG
w + Ft

w + Fth
w

(1)

where the subscripts s and w refer to the parafoil canopy and the payload, respectively,
indicating the variables associated with each component. Ps and Pw represent the mo-
mentums, which are calculated as the product of the mass and velocity of the canopy or
payload, respectively. In addition, the right side of the equation represents the force exerted
on both the canopy and the payload. The canopy experiences the combined effects of
aerodynamic force Faero

s , gravity FG
s , and the tension in the connecting ropes Ft

s . Similarly,
the payload undergoes these three forces, but it is further influenced by the propeller’s
thrust Fth

w . The velocity vectors are denoted as Vs = [us, vs, ws]
T and Vw = [uw, vw, ww]

T ,
respectively. Similarly, the angular velocity vectors are represented by Ws = [ps, qs, rs]

T

and Ww = [pw, qw, rw]
T . For the specific parameters of the model in this paper, please refer

to [5,35]. Equation (2) is the momentum moment equation corresponding to Equation (1),
∂Hs

∂t
+ Ws × Hs + Vs × Ps = Maero

s + MG
s + M f

s + Mt
s

∂Hw

∂t
+ Ww × Hw = Maero

w + M f
w + Mt

w

(2)

where the moment of momentum H is obtained by multiplying the moment of inertia
matrix with the angular velocity.

Indeed, by utilizing Equations (1) and (2), we can derive the dynamic equation of the
powered parafoil system. This equation encompasses the state variables Vs, Vw, Ws and Ww,
along with the relative yaw angle ψr and relative pitch angle θr existing between the canopy
and the payload. Furthermore, the system comprises two control variables: flap deflection,
expressed as u1(−10 ≤ u1 ≤ 10 cm), and thrust, expressed as u2(0 ≤ u2 ≤ 120 N). u1
and u2 represent the variables for flap deflection and thrust, respectively. The acceptable
range for these variables is determined by the capabilities of the steering gear and thrust
motor. The saturation value is intentionally set to safeguard the equipment. Flap deflection
alters the flight direction, while thrust generates lift for the parafoil, enabling climbing. It
should be pointed out that u1 < 0 means pulling down the left paracord, and u1 > 0 means
pulling down the right paracord.

In general, the dynamic equation of the powered parafoil can be briefly described by
Equation (3)

ẋs = f (xs, u1, u2) (3)

with xs =
[
VT

w , WT
w , VT

s , WT
s , ψ̇r, θ̇r

]T .
Based on the kinetic equations, the kinematic equation can be further obtained, ẋ
ẏ
ż

 =

 cosθcosψ cosθsinψ −sinθ
sinφsinθcosψ− cosφsinψ sinφsinθsinψ + cosφcosψ sinφcosθ
cosφsinθcosψ + sinφsinψ cosφsinθsinψ− sinφcosψ cosφcosθ

T

Vs (4)

where (x, y, z) are the position coordinates of the parafoil in the earth’s coordinate sys-
tem. Additionally, the roll, pitch, and yaw angles are represented by φ(φ ∈ [−π, π]),
θ(θ ∈ [−π

2 , π
2 ]), and ψ(ψ ∈ [−π, π]), respectively. Equation (5) establishes the relationship

between these Euler angles and the angular velocity. Furthermore, it should be noted that
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the pitch angle of the parafoil will not reach ±90◦ during flight, so there is no need to
consider the issue of singular values. φ̇

θ̇
ψ̇

 =

 1 sin φ tan θ cos φ tan θ
0 cos φ − sin φ
0 sin φ/ cos θ cos φ/ cos θ

Ws (5)

The above is an introduction to the model of the powered parafoil system, while
the system’s flight process is elucidated through dynamic equations. Furthermore, it is
noteworthy that the flight state of the parafoil can be dynamically changed by implementing
both the steering gear and the thrust device. As a result, this capability enables the parafoil
to adeptly accomplish a wide range of predetermined trajectory tasks with remarkable
flexibility. However, during the control process, when comparing the built simulation
model with the actual system, the simulation model may contain uncertain factors, such
as unmodeled dynamics, internal parameter perturbations, and external environmental
interferences. Consequently, it becomes imperative for the designed control system to
address these challenges effectively.

3. Trajectory Tracking Controller Design Based on LADRC

The trajectory tracking of a powered parafoil system faces an underactuation problem,
requiring the utilization of two control variables to facilitate movement along the three
coordinate axes, as shown in Figure 2. Hence, it becomes imperative to employ the guidance
law before controller design to surmount the challenge posed by underactuation.

dO dX

dY

z

y

x

dZ

dz

dx

dy

vX

vY

vZ

d

exey

vO

dX

sXsY U

u
v

dY




( )d s
O

Target trajectory

Figure 2. Schematic diagram of trajectory tracking for a powered parafoil system.

3.1. Guidance Law Design for Horizontal Trajectory

In Figure 2, (x, y, z) represents the current position of the parafoil system, while
(xd(v), yd(v), zd(v)) denotes the target position, where v is the trajectory variable. By
considering (xd, yd, zd) as the origin, we establish a target coordinate system denoted as
OvXvYvZv. Then, the horizontal trajectory tracking errors xe and ye in OvXvYvZv can be
expressed as {

xe = (x− xd) cos(ψd) + (y− yd) sin(ψd)

ye = −(x− xd) sin(ψd) + (y− yd) cos(ψd)
(6)

where ψd(v) = arctan(ẏd(v)/ẋd(v)).
In this paper, the guidance law for the horizontal trajectory is designed as

ψg = ψd + arctan(−αye)− χ (7)
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where α is a positive constant, ψg is the guided yaw angle, and χ = arctan(v/u) is the
sideslip angle. Then, the following theorem arises.

Theorem 1. Under the premise that the actual yaw angle ψ tracks the guided yaw angle ψg
very well, the horizontal trajectory tracking error can gradually converge to 0 with the desired
forward speed

ud = U cos(ψ + χ− ψd) + kxe (8)

where k > 0 and U =
√

u2 + v2.

Proof of Theorem 1. Construct a Lyapunov function as V = 1
2 x2

e +
1
2 y2

e ; then, its derivative
is derived as

V̇ = xe ẋe + yeẏe (9)

According to Equation (6), the following expression can be derived,{
ẋe = U cos(ψ + χ− ψd)− ud + ψ̇dye

ẏe = U sin(ψ + χ− ψd)− ψ̇dxe
(10)

where the desired forward speed has the following expression:

ud = v̇
√

ẋ2
d(v) + ẏ2

d(v) (11)

With Equation (10), Equation (9) can be rearranged as

V̇ = xeU cos(ψ + χ− ψd)− xeud + yeU sin(ψ + χ− ψd) (12)

Further, with ψ = ψg and substituting Equation (8) into Equation (12), the following
inequality can be obtained

V̇ = −kx2
e + yeU sin(arctan(−αye))

= −kx2
e − αy2

e

≤ 0

(13)

Remark 1. The guidance law presented in Equation (7) effectively merges the lateral error ye with
the yaw angle ψ to achieve convergence of the lateral error. By altering the flight direction, this
approach effectively addresses the issue of underactuation. Furthermore, by combining Equation (8)
and Equation (11), we can derive the following rules for v̇:

v̇=
U cos(ψ + χ− ψd) + kxe√

ẋ2
d(v) + ẏ2

d(v)
(14)

To conclude, when the yaw angle ψ can accurately track the guided yaw angle ψg stated
in Equation (7), and the parameter v satisfies Equation (14), it is possible to achieve horizontal
trajectory tracking.

3.2. LADRC Design Process for Trajectory Tracking

Based on the guidance of the above law, it is necessary to develop a corresponding
controller that can effectively regulate the steering gear of the parafoil system. This con-
troller is essential for ensuring accurate tracking of the guidance yaw angle. Additionally,
another controller is required to calculate the appropriate thrust, enabling the parafoil
system to maintain a stable altitude during flight. In this paper, an LADRC controller is
chosen for several reasons. One notable advantage of LADRC is its independence from
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model information, allowing it to handle unknown disturbances effectively. Moreover,
LADRC exhibits inherent decoupling characteristics, effectively addressing the challenge of
coupling between horizontal trajectory tracking and altitude tracking. This makes LADRC
a suitable choice for the control system design in this study.

3.2.1. Horizontal Trajectory Tracking Controller

LADRC eliminates the need for detailed knowledge about the controlled object, as it
solely requires the order relationship between the output and input variables. According to
Equation (5), the following expression about ψ can be obtained,

ψ̈ =
sin φ

cos θ
q̇ +

cos φ

cos θ
ṙ +

sin θ sin 2φ

cos2θ
q2 − sin θ sin 2φ

cos2θ
r2 +

cos φ

cos θ
pq− sin φ

cos θ
pr

+
2 sin θ cos 2φ

cos2θ
qr

(15)

Then, combining Equations (3) and (15), we obtain the following second-order system,

ψ̈ = f1(·) + f2(u1) (16)

where, due to the complexity of the model, we use the abbreviated terms f1 and f2 to
express the system. This does not impact the design of the controller.

Furthermore, let y = ψ− ψg; then, there is

ÿ = f1(·) + f2(u1)− ψ̈g (17)

To facilitate the design of the controller, Equation (17) is rearranged to

ÿ = f1(·) + f2(u1)− ψ̈g − b01u1 + b01u1

= fh + b01u1
(18)

where fh is the total disturbance and b01 is an adjustable parameter.
By defining the state as x11 = y, x12 = ẏ, and x13 = fh, the following state space

equation can be obtained, 
ẋ11 = x12
ẋ12 = x13 + b01u1
ẋ13 = ḟh
y = x11

(19)

Consequently, a full-order LESO is utilized to estimate the above state,
˙̂x11 = x̂12 + β01(y− x̂11)
˙̂x12 = x̂13 + b01u1 + β02(y− x̂11)
˙̂x13 = β03(y− x̂11)

(20)

where x̂11, x̂12, and x̂13 are the estimated values of x11, x12, and x13, respectively. β01,
β02, and β03 are observer gains, and these three parameters are related to the accuracy
of the estimated values. Usually, the pole configuration method is used to configure the
observer gain parameters to the pole −ωo1 (ωo1 > 0) that can make the system stable, that
is, β01 = 3ωo1, β02 = 3ω2

o1, and β03 = ω3
o1. In this case, only the single parameter ωo must

be adjusted to align the observed values with the actual values.
When the observed states are accurate, we have x̂13 ≈ fh. Then, we can employ a PD

control law to mitigate the disturbance,

u1 =
kp1(yd − x̂11)− kd1 x̂12 − x̂13

b01
(21)
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where kp1 and kd1 are controller parameters; yd is the desired value of y. yd = 0. In
addition, by substituting Equation (21) into Equation (18), we observe that the estimated
disturbance value effectively compensates for the unknown disturbance within the system.
This fundamental concept lies at the core of the LADRC algorithm. In addition, the stability
analysis of an LADRC control system is provided in the Appendix A.

3.2.2. Altitude Controller

Altitude control is comparatively more straightforward than horizontal trajectory
tracking since it does not require the implementation of guidance laws. Nevertheless, the
design process for the altitude controller follows a similar approach to that of the horizontal
controller, as both require knowledge of the system order.

According to Equation (4),

ż = −us sin θ + vs sin φ cos θ + ws cos φ cos θ (22)

In fact, according to ref. [5], there exists a relationship between the parafoil canopy’s
speed and the thrust u2, which can be expressed as follows,

v̇s =
cos θr sin ψr

ms + ma,11
u2 + ...

u̇s =
cos θr cos ψr

ms + ma,22
u2 + ...

ẇs =
− sin θr

ms + ma,33
u2 + ...

(23)

where the ellipsis represents items not related to u2.
Then, further deriving Equation (22), it can be deduced that

z̈ = −u̇ssinθ + v̇ssinφcosθ + ẇscosφcosθ − (uscosθ + vssinφsinθ + wscosφsinθ)θ̇

−(wscosθsinφ− vscosθcosφ)φ̈

=

(
−cos θr cos ψr sin θ

ms + ma,22
+

sin φ cos θ cos θr sin ψr

ms + ma,11
− sin θr cos φ cos θ

ms + ma,33

)
u2 + . . . (24)

As a result, a second-order system can also be obtained:

z̈ = fa + b02u2 (25)

where fa represents the total unknown disturbance in this system.
Next, we can proceed with the sequential design of the LESO and PD control law

based on Equations (19)–(21) mentioned earlier. However, the detailed description of this
process is beyond the scope of this discussion.

In summary, the trajectory tracking control of a powered parafoil in this paper depends
on two LADRC controllers, each requiring the adjustment of four parameters. Hence, the
parameters that necessitate adjustment in the control system are as follows: ωo1, kp1, kd1,
b01 for the horizontal controller, and ωo2, kp12, kd2, b02 for the height controller. These pa-
rameters will undoubtedly affect the trajectory tracking accuracy. To explore the parameter
adjustment rules within the LADRC controller, interested readers are encouraged to consult
ref. [36].

4. Optimized LADRC Approach Using TD3

Parameter tuning is indeed a sequential decision-making problem, and DRL algo-
rithms have been proven as an effective way to solve it. The TD3 algorithm is a deep
reinforcement learning algorithm designed to handle problems with a continuous action
space. This paper focuses on adaptively varying the parameters, making the TD3 algorithm
an ideal choice for optimizing the controller parameters. Additionally, it is worth noting
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that ref. [37] highlights the significance of ωo and b0 in ensuring the stability of the LESO.
Therefore, this paper solely focuses on optimizing the parameters within the control law,
namely kp and kd.

4.1. The Basics of the TD3 Agent

The TD3 algorithm fundamentally derives the optimal strategy by facilitating continu-
ous interaction between the agent and the environment. This paper uses a powered parafoil
system with controllers as the environment. At the same time, the agent functions as the
algorithm’s cognitive component, responsible for decision-making processes, as shown
in Figure 3. Specifically, the agent is situated in a specific state, denoted as st ∈ S, at each
time step. Depending on the state transition probability Pa

ss′ = P[st+1 = s′|st = s, at = a]
and the action value a ∈ A, the agent undergoes a transition from the current state st to
the subsequent state st+1 with a certain probability. Simultaneously, the agent receives an
immediate reward rt+1 ∈ R associated with this transition. S and A are the state space and
action space, respectively.

TD3 agent

tr

ts

ta

Critic

Actor

Environment
PD control law −

+

LESO

01

1

b

Guidance 

law

y, ,x y 

dy

PD control law −
+

LESO

02

1

b

dz

z

1u

2u

11x̂ 12x̂
13x̂

21x̂ 22x̂ 23x̂

Figure 3. Schematic diagram of the interaction process.

The goal of the TD3 algorithm is to find the optimal strategy. This, of course, necessi-
tates receiving feedback in the form of reward values. Consequently, the optimal strategy
is attained by maximizing the expected value of the cumulative reward, which can be
expressed as

π∗ = max
π

Eτ∼π [Rc(τ)] (26)

where Rc =
∞
∑

t=0
γtrt+1 is the cumulative reward, and the discount factor γ ∈ (0, 1] is

employed to represent the importance of future reward values.
The TD3 agent consists of several key components, namely a replay buffer, two critic

networks, an actor network, and their respective target critic networks and target actor
network, as illustrated in Figure 4. On the one hand, the critic network estimates the Q
value expressed in Equation (27) by taking the state and action as inputs and generating
the corresponding Q value as output, a common approach in DRL algorithms. On the
other hand, the actor network is updated using the policy gradient method, which involves
computing the gradient of the expected Q value concerning the actor network parameters.
The parameters of the networks are represented by θ(θ′) for the critic networks and φ(φ′)
for the actor network.
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Figure 4. Structure diagram of the TD3 agent.

Qπ(s, a) = Eπ [Rc|st = s, at = a ] (27)

The training process of the TD3 algorithm is shown in Algorithm 1.

Algorithm 1 TD3 Algorithm

Initialize critic networks Qθ1(s, a), Qθ2(s, a) and actor network πφ(s) with random pa-
rameters θ1, θ2 and φ.
Initialize target networks Qθ′1

(s, a), Qθ′2
(s, a) and πφ′(s) with weights θ′1 ← θ1, θ′2 ← θ2

and φ′ ← φ.
Initialize replay buffer D.
if t ≤ T then

Select action with exploration noise a ∼ πφ(s) + ε, ε ∼ N (0, σ) , observe reward r and
new states s′.
Store transition tuple (s, a, r, s′) in D.
Sample mini-batch of m transitions (s, a, r, s′) from D.
a′ ← πφ′(s′) + ε, ε ∼clip(N (0, σ′),−c, c).
y← r + γmini=1,2Qθ′ i (s

′, a′).

Update critics by θi ← arg minθi
1
m ∑

(
y−Qθi (s, a)

)2.
if t mod κ then

Update φ by the deterministic policy gradient: ∇φ J(φ) =
1
m ∑∇aQθ1(s, a)

∣∣∣a=πφ(s)∇φπφ(s) .

Update target networks by moving average method: θ′i ← τθi + (1− τ)θ′i , φ′ ←
τφ + (1− τ)φ′ .

end if
end if

4.2. Agent Design for Powered Parafoil System

Based on the introduction to the TD3 agent mentioned earlier, we will proceed with
the design of the state space, action space, and reward function of the agent to address the
powered parafoil system’s trajectory tracking control problem.

The action variables within the agent are unquestionably parameters that require
optimization, namely, kp1 and kd1 for the horizontal controller and kp2 and kd2 for the
altitude controller. Then, the four-dimensional action space can be expressed as{

a1, a2, a3, a4 ∈ A
∣∣a1 = kp1, a2 = kd1, a3 = kp2, a4 = kd2

}
(28)
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State variables are pieces of information that the agent can directly acquire from the
environment. For the trajectory tracking problem, the trajectory tracking errors directly
indicate the controller’s performance. Therefore, the state space is constructed as

{s1, s2, s3, s4 ∈ S|s1 = y, s2 = ẏ, s3 = z− zd, s4 = ṡ3 } (29)

In Equation (29), the impact of horizontal trajectory tracking is observed through
variable y in Equation (17), with an expected value of 0. Based on the state space, it is
necessary to design the reward function. The fundamental principle guiding the design of
the reward function is to assign a reward when the state value approximates the desired
state, otherwise applying a penalty. In this paper, the reward function is designed as follows:

r = −|s1| − 5|s3|+ a + b (30)

where

a =


2 tanh(1/|s1|), If ∃ (s1 ≤ 0.5&s2 ≤ 0.05)

2 tanh(1/|s3|), If ∃ (s3 ≤ 5&s4 ≤ 0.5)

0, Otherwise

(31)

b =

{
− 2, If ∃ s1s2 > 0‖s3s4 > 0

0, Otherwise
(32)

In the designed reward function, the terms a and b correspond to the reward and
penalty components, respectively. The two terms are employed to encourage minimal
trajectory tracking errors.

Once the action space and state space have been established, the number of input
and output neurons for both the critic network and actor network of the TD3 agent can
be determined. To enhance the visual representation of the network structure, Figure 5 is
utilized to present it more intuitively.
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Figure 5. Structure diagram of critic and actor networks.

5. Simulation Results

Table 1 illustrates the dimensions of the powered parafoil investigated in this paper.
Numerical simulations were performed in the Matlab environment and executed on a
laptop with an i7-10875H CPU. In addition, the hyperparameters involved in the TD3
algorithm were γ = 0.99 and τ = 0.005. The simulation in this paper was completed on the
MATLAB platform. The learning rate of networks was 0.001.

To validate the efficacy of the proposed TD3-LADRC method, simulation verification is
performed using the model presented in Section 2. With an initial velocity of the parachute
set as V0 = [14.9, 0, 2.1]T m/s and W0 = [0, 0, 0]T rad/s, the initial position is specified as
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(x0, y0, z0) = (20, 20, 550) m. The initial Euler angles are defined as [φ0, θ0, ψ0] = [0, 0, 0]. In
addition, suppose the following formula expresses the target trajectory:

xd(v) = 6v

yd(v) = 8v

zd = 500

(33)

Table 1. Physical parameters of the powered parafoil system.

Parameter Description Value

Wing span 4.5 m
Mean aerodynamic chord 1.3 m

Mass of parafoil 1.7 kg
Mass of payload 20 kg

Wing area 6.5 m2

Rope length 3 m

Subsequently, the TD3-LADRC control method is employed to achieve the desired
trajectory, as depicted in Equation (33). In the control system, the parameter values in
the guidance law are set as α = 0.02 and k = 50. For the horizontal trajectory controller,
ωo and b0 are chosen as 5 and 0.5, respectively. Likewise, for the altitude controller, the
values selected are 15 and 2, respectively. Furthermore, the action space is expressed by
Equation (34). Moreover, the following four cases are considered:

• Wind-free: there is no wind during the flight;
• Wind-X: a wind of 2 m/s from the west direction is added at 60 s and lasts until the

end of the simulation;
• Wind-Y: a wind of 2 m/s from the south direction is added at 60 s and lasts until the

end of the simulation;
• Wind-Z: a wind of 2 m/s from the vertical direction is added at 60 s and lasts until the

end of the simulation. 
kp1 ∈ [0.005, 0.05]

kd1 ∈ [0.1, 0.5]

kp2 ∈ [0.05, 0.5]

kd2 ∈ [1, 2]

(34)

The simulation results are shown in Figures 6–11. First and foremost, the results of
episode rewards are displayed in Figure 6, which indicate that the TD3 agent can achieve
stabilization. For the four cases mentioned above, Figure 7 displays the schematic diagrams
of both the 3D and 2D trajectories. Additionally, Figure 8 illustrates the progression of the
steering gear and thrust obtained by the controller. The corresponding trajectory tracking
errors and the reward value change process are depicted in Figure 9. Furthermore, Figure 10
showcases the variations in Euler angles and velocity throughout the flight, while Figure 11
presents the TD3-optimized controller parameters.
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In general, our objective is to test the trajectory tracking effect of the proposed TD3-
LADRC in various cases. Additionally, we compared the control effect of the LADRC with
fixed parameters in the obtained results. For the fixed parameters, we selected kp1 = 0.005,
kd1 = 0.1, kp2 = 0.05, and kd2 = 1. Overall, the method depicted in the results diagram can
successfully accomplish trajectory tracking control. This, to a certain extent, demonstrates
the effectiveness of the proposed guidance law and LADRC control method. Specifically,
under the same condition of being disturbed by wind in the X direction, it can be found
from Figure 7a that the trajectory tracking effect of the yellow curve is better than the blue
curve, which shows that the proposed TD3-LADRC method is better than the traditional
LADRC method, and this conclusion can also be further verified in Figure 9a. Observing
the response of the proposed TD3-LADRC to different disturbances, it can be found that the
thrust output and flap deflection will also fluctuate when they are perturbed, and they will
eventually stabilize to a constant value, as illustrated in Figure 8. Furthermore, the proposed
method can overcome the effects of disturbance and coupling to achieve trajectory tracking
control. It can be seen from Figure 10 that the parafoil does not lose control of its attitude
during flight and can fly smoothly. The selection of parameters in Figure 11 is determined
based on the reward value in Figure 9b. As state changes result in fluctuations in reward
values, the controller parameters experience more frequent adjustments in the presence
of disturbances compared to disturbance-free scenarios. Furthermore, when subjected to
the same disturbance, the trajectory tracking effect optimized by the TD3 algorithm proves
superior, as evident from Figure 9a. By examining the change process of the steering gear,
thrust output, and controller parameters, as illustrated in Figures 8 and 11, we observe that
the system responds differently to various wind disturbances to achieve precise trajectory
tracking. This observation further supports the trajectory tracking approach presented in
this paper.
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6. Conclusions

This paper investigates the trajectory tracking control problem in powered parafoil
systems. To address the underactuation, coupling, and wind disturbance challenges during
the control process, we propose an intelligent control method based on TD3-optimized
LADRC. Initially, an eight-DOF model is established to simulate the actual parafoil system’s
flight state accurately. Subsequently, we address the underactuation issue by introducing a
trajectory tracking guidance law. Moreover, we design two LADRC controllers to achieve
decoupling between horizontal trajectory tracking and height control while enabling trajec-
tory tracking control. To further enhance the trajectory tracking process, we employ the
TD3 algorithm to obtain real-time parameters for the controller, thereby reducing track-
ing errors. The proposed method successfully achieves trajectory tracking control under
various disturbance conditions, with its effectiveness duly validated.

The proposed method in this paper effectively achieves trajectory tracking control
for powered parafoils and is also instructive for the trajectory tracking control of other
aircraft. However, during the TD3 optimization process, finding a good balance between the
horizontal and height tracking states within the reward function is a significant challenge
that warrants further consideration. Assigning excessively high rewards to either state
can undermine the feedback loop of the other state during the training process. We intend
to continue investigating this issue in our future research. Additionally, in this paper,
the configuration of the action space is manually adjusted based on multiple simulations,
lacking theoretical solid justification. Addressing this limitation is a crucial aspect that
requires dedicated research efforts. Furthermore, this paper did not delve into a theoretical
analysis of the actor–critic framework. Some insights on this can be found in refs. [38–40],
and we plan to carry out further research in this direction in the future.
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Appendix A

This section takes the LADRC in Section 3.2.1 as an example to prove the stability of
the closed-loop system. Firstly, according to the LESO in Equation (20), the estimation error
vector is defined as ε = [ε1, ε2, ε3]

T , with εi = x1i − x̂1i. Then, the following Theorem A1
can be obtained.

Theorem A1. Assuming that h = ḟh is bounded, that is, |h| ≤ M1, (M1 > 0), then the observer
error ε of the LESO is also bounded, that is, |ε| ≤ M2, M2 > 0.

Proof of Theorem A1. With Equations (19) and (20), the state space equation about ε can
be derived as:

ε̇ = A1ε + Bh (A1)
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where A1 =

 −β01 1 0
−β02 0 1
−β03 0 0

, B =

 0
0
1

.

According to Equation (A1), we have

ε(t) = eA1tε(0) +
∫ t

0
eA1(t−τ)Bhdτ (A2)

Since A1 is a Hurwitz matrix, there exists an invertible real matrix T that allows the
following expression of A1:

A1 = Tdiag{−λ1,−λ2,−λ3}T−1 (A3)

where −λi(λi > 0), i = 1, 2, 3, represents the eigenvalues.
Then, we have

eA1t = Tdiag
{

e−λ1 , e−λ2 , e−λ3
}

T−1 (A4)

Further, the following inequality can be derived by m∞ − norm:∥∥∥eA1t
∥∥∥

m∞
≤ βe−λ1t (A5)

where β is a constant value.
According to Equation (A5), with the assumption of |h| ≤ M1, Equation (A2) can have

the following inequality derivation process:

‖ε(t)‖ =
∥∥∥∥eA1tε(0) +

∫ t

0
eA1(t−τ)Bhdτ

∥∥∥∥
≤
∥∥∥eA1tε(0)

∥∥∥+ ∥∥∥∥∫ t

0
eA1(t−τ)Bhdτ

∥∥∥∥
≤
∥∥∥eA1t

∥∥∥
m∞
‖ε(0)‖+

∫ t

0

∥∥∥eA1(t−τ)
∥∥∥‖B‖‖h‖dτ

≤ βe−λ1t‖ε(0)‖+ M1β

λ1

(
1− e−λ1t

)
≤ β‖ε(0)‖+ M1β

λ1

= M2

(A6)

Theorem A2. Assume that the control system tracks a bounded input r and the observer error satisfies

lim
t→∞
‖ε(t)‖ = 0 (A7)

then the tracking errors e can also converge to 0.

Proof of Theorem A2. Let r1 = r, r2 = ṙ, r3 = f ′h, then the tracking error vector of the
controller can be defined as ξ = [ξ1, ξ2]

T , with ξi = ri − x1i. In addition, the PD control law
in Equation (21) can have the normal form,

u1 =
kp1(r1 − x̂11) + kd1(r2 − x̂12) + (r3 − x̂13)

b01
(A8)

Then, according to Equations (19) and (A8), the following expression can be derived:{
ξ̇1 = ξ2
ξ̇2 = −kp1(ξ1 + ε1)− kd1(ξ2 + ε2)− ξ3

(A9)
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Furthermore, Equation (A9) can be expressed in another form:

ξ̇ = A2ξ + A3ε (A10)

with A2 =

[
0 1
−kp1 −kd1

]
, and A3 =

[
0 0 0
−kp1 −kd1 −1

]
.

Similarly, Equation (A10) has the following solution,

ξ(t) = eA2tξ(0) +
∫ t

0
A3εeA2(t−τ)dτ (A11)

A2 is also a Hurwitz matrix, thus satisfying
∥∥eA2t

∥∥
m∞
≤ βe−λ1t. As a result, there is

the following inequality about ξ(t),

‖ξ(t)‖ =
∥∥∥∥ξA2tξ(0) +

∫ t

0
A3εeA2(t−τ)dτ

∥∥∥∥
≤
∥∥∥ξA2tξ(0)

∥∥∥+ ∥∥∥∥∫ t

0
A3εeA2(t−τ)dτ

∥∥∥∥
≤ βe−λ1t‖ξ(0)‖+ ‖ε‖‖A3‖β

∫ t

0
e−λ1(t−τ)dτ

≤ βe−λ1t‖ξ(0)‖+ M2‖A3‖β
λ1

(
1− e−λ1t

)
(A12)

In accordance with the assumption presented in Equation (A7), finding the limit of ξ
in Equation (A12) leads to the following result,

lim
t→∞
‖ξ(t)‖ = 0 (A13)

Remark A1. Theorem A1 proves the stability of the linear extended state observer under the
premise that the disturbance is bounded, which shows that the observation errors are bounded.

Remark A2. Theorem A2 further establishes that with the utilization of the expanded state observer
and PD control law, the tracking error of the closed-loop system is bounded, thus ensuring the
stability of the closed-loop system.
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