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Featured Application: This study focuses on Emotion Recognition System an important applica-
tion of Artificial Intelligence, Affective Computing, and Human-Computer Interaction.

Abstract: Emotion recognition systems (ERS) are an emerging technology with immense potential,
exemplifying the innovative utilization of artificial intelligence (AI) within the context of the fourth
industrial revolution (IR 4.0). Given that personalization is a key feature of the fifth industrial
revolution (IR 5.0), ERS has the potential to serve as an enabler for IR 5.0. Furthermore, the COVID-19
pandemic has increased the relevance of this technology as work processes were adapted for social
distancing and the use of face masks. Even in the post-pandemic era, many individuals continue to
wear face masks. Therefore, ERS offers a technological solution to address communication challenges
in a masked world. The existing body of knowledge on ERS primarily focuses on exploring modalities
or modes for emotion recognition, system development, and the creation of applications utilizing
emotion recognition functions. However, to enhance the development of impactful ERS, it is essential
for researchers and innovators to understand the factors that influence its usage and adoption
among the intended users. Therefore, this study presents a framework that combines technology
adoption theories to identify the determinants of ERS adoption among Malaysian youth. Data for this
study were collected through a survey involving 386 respondents. The findings revealed attitudes,
subjective norms, perceived behavioral control, and awareness as significant determinants of ERS
adoption. Additionally, the study found that technology aptitude plays a moderating role. These
insights can inform the formulation of effective policies and programs to encourage and facilitate the
development of innovative ERS solutions.

Keywords: emotion recognition system; fourth industrial revolution; fifth industrial revolution;
artificial intelligence; Theory of Planned Behavior; technology adoption; Malaysian; youth

1. Introduction

Artificial intelligence (AI) has evolved from being an interesting theoretical concept
to tangibility, with recent applications of AI making significant impacts across businesses,
industries, and societies [1]. Inspired by human intelligence, AI aims to learn, reason, and
make decisions like humans, reducing the need for human intervention [2]. AI has estab-
lished trustworthiness, enabling AI systems in the aspect of beneficence, non-maleficence,
autonomy, justice, and explicability [2–4]. AI systems are designed to operate with varying
levels as well as defined objectives, predictions, and recommendations influenced by real or
virtual environments. Furthermore, AI offers benefits for businesses and industries, such as
the automation of repetitive and time-consuming tasks, which allows humans to focus on
higher-value work [4]. For example, massive data, which used to be a challenge to analyze,
are now easily processed by AI; complex problems can be tackled using AI in a more
efficient manner by integration with thousands of computers and other resources [2–4].
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Moving ahead to the present, we find ourselves in the era of the fourth industrial
revolution (IR 4.0), characterized by digitalization and the integration of AI and computers
in collaboration with societies [5]. IR 4.0 primarily emphasizes the manufacturing industry,
enabling smart manufacturing through technologies such as AI [6]. The constant nature of
technological change is propelling us towards the fifth industrial revolution (IR 5.0). What
distinguishes IR 5.0 from IR 4.0 is the specialization of machines and computers, endowed
with the capability to comprehend human actions [7,8]. Aspects of human–computer inter-
action (HCI) will become more significant as we move into IR 5.0. ERS is well positioned
to be a key enabling technology for this, as it can enhance AI with abilities to understand
human emotions and behavioral responses. To facilitate HCI, the computer system must
have the ability to communicate with humans in some form [8]. Since the used cases of
IR 5.0 are still in their formative years, manufacturers must actively consider strategies to
incorporate humans and machines and maximize the opportunities that can be exploited in
IR 5.0. Hence, the introduction of ERS may enhance robots and machines in understanding
human emotions with the proposition of collaborative robots.

ERS is an emerging technology in the field of AI that allows machines to recognize
human emotions by learning from various data modalities. It has gained significance due
to technological advancements and potential applications. Initially introduced as part of
affective computing (AC) by [9] to predict and understand human behavior, AC has further
evolved to achieve recent advancements in recognizing emotions. Over the past decade,
researchers have developed several ERS systems, which are now commonly embedded
in various AI applications [10]. ERS offers a wide range of potential innovative solutions
based on modalities introduced by previous researchers [11]. It has attracted significant
interest from researchers, as evidenced by the increasing trend in studies related to ERS over
the past decade, as shown in Figure 1. This underscores the importance of the research area.
For the development of complex systems such as human-interacting robots, a sub-system
capable of understanding and expressing human emotions has been proposed [6]. Previous
studies indicate that ERS holds promise as a significant technology, offering advantages to
individuals, societies, organizations, businesses, and industries across various platforms
or applications. Examples include ERS in healthcare [12], driving assistance [13], and
enhancing teaching and learning technologies in the education sector [14].
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However, over the last decade of ERS development, the research focus has mainly
been in the area of developing and establishing the applications and modalities of ERS from
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the perspective of engineers and scientists. There is a limited number of studies in the field
of social science that consider the level of readiness of potential users to adopt ERS. This
influenced the research interest for this study on users’ adoption readiness towards ERS.

Locally, the Malaysian government is driving the IR 4.0 agenda. This can be seen with
the introduction of the National IR 4.0 policy 2021, the National AI Roadmap 2021–2025,
and the allocation of a budget for IR 4.0 initiatives in the Twelfth Malaysia Plan (12 MP)
2021–2025. One of the key factors that can ensure the success of the agenda is to ensure that
young people are ready to adopt IR 4.0 technologies, which include ERS, a key technology
for both IR 4.0 and IR 5.0. There is a wide range of potential innovative solutions that we
can produce with ERS, but innovators need to have a better understanding of the factors
affecting users’ adoption of ERS. This study aims to explore the adoption and readiness of
users towards ERS. By investigating their sentiments towards ERS and the factors influenc-
ing users’ adoption readiness for ERS, this research seeks to provide insights into whether
individuals are prepared to integrate ERS into their lives. Drawing from established tech-
nology adoption theories, this study pinpoints key factors that will determine whether
users are ready to embrace ERS as a valuable component of technological advancement.

Specifically, this study was designed to identify and understand the determinants of
ERS adoption in the context of Malaysian youth. According to the new Malaysian youth
policy, the age range for this group is between 18 and 30 years old3. Referred to as digital
natives [15], the youth cohorts that were born in the 1980s and later are characterized
as possessing sophisticated knowledge and skills regarding technology compared to the
older generations. Young people are a key technology adopter group in society as they are
characteristically more technology savvy. As suggested by previous studies, technology
and youth can be seen as complementary to each other because young people are key
influencers of technology trajectories based on their usage [15,16]. Thus, there is a need
to identify and understand the determinants of ERS adoption in the context of youth in
general and Malaysian youth specifically. The insights will enable ERS practitioners to
develop more impactful ERS to benefit societies, businesses, industries, and the country.
Policymakers would be able to propose enhancements towards relevant policies and launch
new initiatives that accelerate the adoption of ERS specifically and AI technologies in gen-
eral. Moreover, the findings of this study will offer valuable insights into the determinants
of ERS adoption readiness that can help in preparing society for emerging technologies
such as ERS.

2. Literature Review

ERS is an advanced AI application that utilizes affective computing to understand and
respond to human cues [17] and has become increasingly significant in the related field
of study since it was introduced by [9]. ERS enhances AI in human–computer interaction
and represents an additional advancement in technological progress [18]. AI, as the basis
for intelligent machines or computers that enhance productivity in different settings [19],
forms the foundation for incorporating emotion recognition as a subset of AI technology.
Over the last decade, researchers and innovators have explored ERS modalities that consist
of physiological, physical, and data mining from text or documents. These modalities
have been suggested as part of the innovation for AI to enable tasks such as learning and
understanding human emotions [20].

Physiological modalities are commonly found within the healthcare industry, such as
electroencephalography (EEG), electrocardiography (ECG), and photoplethysmography
(PPG). EEG serves as an analytical tool utilized in neuroscience, neural engineering, and
biomedical engineering to measure human brain signals by observing the electromagnetic
activity of specific components [21,22]. EEG is the preferred modality for accurate data in
automated emotion recognition, as it aligns with AI systems that employ convolutional
neural networks and deep machine learning [23,24]. It has been tested in detecting human
emotions and is considered a cost-effective, portable, and simple method of identifying
emotions [25]. ECG is one of the most well-known modalities and is commonly used in
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emotion recognition and affective computing research. Previous studies have utilized ECG
to detect stress and emphasize the importance of monitoring emotional stress levels to
prevent negative outcomes [12]. Machine-based ERS utilizing ECG provides an alternative
to physical modalities. PPG, along with the galvanic skin response (GSR), is considered a
practical and suitable modality for real-life applications [26].

For physical modalities, the modalities involved are facial recognition, speech recog-
nition, body movement, etc. Facial recognition and speech recognition are considered
well-known physical modalities for ERS researchers and have been extensively utilized in
previous works [27,28]. Facial recognition, in particular, has been identified among ERS
practitioners due to its wide range of real-world applications, including security supervi-
sion, online learning, and gaming experiences [28]. Speech recognition, as a modality of
ERS, is capable of identifying human feelings and “makes conventional speech emotion
recognition (SER) more suitable for real-life applications” [29] (p. 1). According to [30], one
of the earlier instances of the detection of human emotion was through speech recognition:
based on someone’s voice, the computer can specify the emotive cue and determine the
emotion of the person. Combining the modalities also leads to better results in enabling
ERS. For example, a study by [31] suggested that a combination of modalities such as EEG
and facial recognition compensates for their defects as single information sources [31].

Text data mining refers to machine learning techniques that involve learning-based
algorithms and feature extraction to describe the main characteristics of textual data [32].
In a recent study by [33], text word mining using emotion-label lexicons, such as a small set
of seed words, was employed. For example, the text “Hurray!” can be labeled as indicating
happy emotions, while “Argh!” may represent anger and frustration. Nevertheless, certain
words may possess overlapping potential emotions; for instance, the word “Aww”, can
convey both pleasant sentiments and expressions of pity and sympathy [33,34]. Various
applications leveraging data and text mining for the automatic recognition of sentiments
or emotions can be observed, particularly in eliciting opinions related to marketing or
promotional content from sources like blog posts, social media, articles, surveys, etc. [35].
This can be applied to the web, such as chats on social networks, by analyzing their
sentiments and emotions. Moreover, deep-learning-enabled emojis such as smilies, symbols,
and characters based on text can be used to further classify emotions [36].

2.1. ERS Applications

ERS holds the potential to be applied in and bring benefits to various sectors due to its
adaptability as an embedded technological function within a system. In other words, it can
be one of the functionalities used to process the inputs of AI-enabled smart machines and
computers to affect higher levels of HCI. ERS has been identified as having the potential to
benefit the education sector as it can enable better engagement between instructors and
learners [14,37]. Emotions exert a noteworthy influence on academic performance, with
positive emotions being particularly instrumental in enhancing student interest and focus
and increasing the likelihood of academic success [37]. Instructors have derived benefits
from using a webcam equipped with facial recognition technology within a computer to
identify students’ moods [14]. Another example of an ERS application is its integration
into the implementation of a smart car [13]. A driver’s performance can be influenced
by their emotions, particularly given their impact on the driver’s focus. Therefore, ERS
has significance for applications to ensure driving safety. Specifically, [13] used a driving
simulation with a built-in ECG modality in the steering wheels to detect human blood
pressure in indicating emotional states of stress and fatigue.

Similarly, the use of facial expressions for ERS towards video surveillance was pro-
posed in [38]. It has been highlighted that video surveillance systems nowadays are
operated via human capabilities to interpret behavior through video surveillance, which
leads to delays in responding to emergencies [38]. The experiments concluded that the
implementation of facial recognition as part of ERS towards video surveillance system can
improve the reliability of abnormal behavior detection via facial expressions depending
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on different emotions and environmental conditions. Furthermore, facial expressions can
be used in identifying pain, which will benefit the healthcare industry [39]. Assessing
a patient’s pain levels over time is deemed to be important, specifically regarding the
effectiveness of medical treatments. Therefore, the usage of facial expression recognition
can be widely anticipated in the healthcare industry.

Physiological modalities have gained increased attention towards the successful im-
plementation of ERS since physiological factors are more useful in understanding human
emotions through neural activity [40]. Among physiological modalities, most of the meth-
ods have been assessed through healthcare facilities; therefore, the implementation of ERS
through physiological modalities is more likely to be beneficial for the healthcare industry.
Moreover, ERS applications in the healthcare industry can serve as a supportive aid for
people with conditions like Down’s syndrome and autism and among the elderly [41].
Multi-modal approaches combining facial expressions for automated emotion recognition
and computer advisors guiding appropriate reactions to specific situations have been ex-
plored [41,42]. Additionally, a communication aid using speech recognition was proposed
to identify the tone and voice of special needs patients with conditions like autism or
Down’s syndrome [42]. However, given the accessibility of technologies, some components
may be implemented in technological devices; thus, they can enhance global outreach
to users.

During the pandemic caused by COVID-19, some potential innovative solutions were
introduced to enable technologies to be adopted in daily life, supported by virtual video-
conferencing, which made breakthroughs and enabled working environments such as work
from home, online classes, virtual event gatherings, and more [43]. Ref. [43] suggested
that facial emotion recognition may provide a significant effect in reducing videoconferenc-
ing fatigue by analyzing participants in videoconferencing through Zoom; they tracked
users using a facial recognition modality to recognize six emotions. Furthermore, in the
marketing sector, ERS has significant applications in increasing brand awareness through
image, video, and text mining [44]. For instance, text mining implemented in web browsers
can analyze feedback and comments from potential users, revealing their sentiments and
emotions towards a certain product [36,44]; other studies have gathered a small group of
individuals in a room, introducing a product and recording their reactions to evaluate their
emotions [45].

With such potential of ERS and its innovative applications, there is a need to under-
stand whether individuals are ready for the technology. Considering that ERS will be
available in various industries and implemented for daily use, investigating the importance
of ERS is crucial; this can help ERS scientists, engineers, practitioners, and technology devel-
opers to understand the factors influencing users in adopting ERS. Furthermore, to identify
the factors, previous studies have suggested technology adoption theories and concepts
that identify the user’s behavior, intention, adoption, and readiness for such technologies.

2.2. Theoretical Framework

The development of ERS modalities and applications has been discovered to be
promising and beneficial, and the trend (see Figure 1) shows that the field of study related
to ERS will be further expanded, especially in the direction of IR 5.0. As discussed in
Section 1, this paper will identify the factors impacting the readiness of users in adopting
ERS; therefore, the technology adoption theories based on the behavior and intentions
of a user in using a technology will be identified in forming the research framework
for this study. Previous studies have put forth several theories to elucidate consumers’
acceptance of new technologies and their intention to use them. Among these widely used
theories are the Technology Acceptance Model (TAM) [46], the Theory of Planned Behavior
(TPB) [47], the Theory of Diffusion of Innovations (DOI) [48], and the Unified Theory of
Acceptance and Use of Technology (UTAUT) [49]. These theories offer valuable insights
into understanding technology acceptance, intentions and behaviors of individuals.



Appl. Sci. 2023, 13, 11854 6 of 30

The primary objective of this study is to gain insights into the readiness of users to
adopt ERS; thus, the theoretical framework adopted in this study incorporates the TPB
proposed by [47]. By incorporating TPB, the study aims to provide a comprehensive under-
standing of the factors influencing the acceptance of ERS technology. TPB examines the
behavioral intentions of individuals, considering their attitudes, subjective norms, and per-
ceived behavioral control [47]. Initially, the Theory of Reasoned Action (TRA), introduced
by Fishbein and Ajzen in 1975, served as the basis for TPB. TPB extends TRA by incorporat-
ing perceived behavioral control as a new determinant. An individual’s attitude towards a
behavior, whether a positive or negative attitude, plays a crucial role in determining their
readiness in adopting ERS [47]. Subjective norms refer to the influence of surrounding
individuals, such as family or peers, who may approve or disapprove of the behavior [48].
Perceived behavioral control relates to an individual’s perception of the ease or difficulty in
performing the behavior [47]. Since its inception, TPB has been widely employed to assess
social behavior and its impact on an individual’s intended behavior, particularly in the
context of technology adoption. TPB has proven valuable in understanding how behavior
and intention contribute to the adoption of various technologies [50–53].

In addition to TPB, this study also draws upon the Diffusion of Innovation (DOI)
theory introduced by [48]. Given the importance of human-centered design, the DOI theory
explains the process of how innovations are communicated and adopted within a social
system or society [48,54]. Specifically, this study incorporates the DOI technology adopter
categories, which include innovators, early adopters, early majority, late majority, and
laggards, to understand the characteristics of the Malaysian youth in the social system.
Both innovators and early adopters play a leadership role in introducing technology to
the wider social system [55,56], while the early majority represent the group that adopts
the technology after it has become more significant and widely available, waiting for the
innovators and early adopters to possess and validate its usefulness [54–56]. These three
levels of DOI represent the interest in and understanding of the technology within the
social system. The late majority refers to individuals who adopt the technology only when
it becomes necessary [56,57], while laggards are the last group to adopt the technology
because technological innovations may not significantly impact their daily lives [56,57].
These two levels of DOI represent low interest and a reduced understanding of technology.
However, in this particular study, the DOI adopter categories are classified according to
technology aptitude (TA), which refers to an individual’s ability to use a technology as
intended by the engineers or technology developers, as shown in Table 1.

Table 1. Technology aptitude.

Technology Aptitude Diffusion of Innovation

High Technology Aptitude

Innovators

Early Adopters

Early Majority

Low Technology Aptitude
Late Majority

Laggards

Furthermore, earlier, this paper highlighted the importance of policies and programs
implemented by the Malaysian government and their commitment in ensuring the adop-
tion of technological advancements. Therefore, one of the factors that incorporates the
information related with the infrastructure, policies, and structural environment is facilitat-
ing conditions from UTAUT by [49]. Facilitating conditions emphasize the importance of
infrastructure support, which will enhance the readiness for adoption [58–60]. Hence, it is
important as it is one of the factors determining whether the structural environment of ERS
in this country is supported, and encouragement is needed to accelerate the adoption of
ERS. Lastly, familiarity and awareness are possible factors in readiness, highlighted in many
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previous studies [61,62]. A thorough search was performed to support the findings on
awareness and the fact that it is one of the key factors that determine technology adoption.
Some studies provide insights into the awareness of and familiarity with the technology;
therefore, awareness has been added as part of the theoretical framework for this study.

3. Methodology

This study employs descriptive research to gather information based on the charac-
teristics of the study [63]. It subscribes to the research philosophies of epistemological
objectivism, aiming to uncover truth within the observable and measurable real world [63].
This approach ultimately seeks to elucidate reality. In terms of the research paradigm, the
study aligns with positivism, which emphasizes the generalization of observable social
realities and employs existing theories to formulate hypotheses [63]. As a result of these
chosen research paradigms and philosophies, the methodology employed in this study rep-
resents quantitative research. This approach involves data collection and analysis through
statistical methods to assess theories. The primary data collection technique employed is
the distribution of questionnaires to participants [63].

3.1. Hypothesis Development

This study focuses on investigating the behavioral intentions of users regarding their
readiness to adopt ERS. Specifically, it seeks to identify and understand the factors that
shape this behavioral intention, making the behavioral intention (BI) for ERS adoption
readiness the dependent variable in this study.

Furthermore, the study aims to assess whether the existing infrastructure, policies,
and programs are adequate to facilitate ERS adoption. In this context, “facilitating condi-
tions” (FC) from UTAUT [49] is introduced as the first set of independent variables. It is
important to recognize that ERS practitioners and engineers must innovate in alignment
with the infrastructure supporting ERS utilization. Prior research has indicated the signifi-
cance of FC when there are sufficient infrastructure and policies encouraging technology
adoption [60,64–67]. It is crucial to note that FC directly impacts the intentions of individu-
als to either embrace or reject the technology.

The second determinant, attitude (AT), is derived from TPB [47]. The concept of
attitude has been a fundamental factor in the adoption of various technologies, as it plays a
pivotal role in gauging an individual’s readiness to engage in a specific behavior [68–70],
such as the adoption of ERS. This is because an individual’s attitude is a key internal factor
that influences their willingness to embrace new technologies [52,53,68–70]. Thus, it is
imperative to assess the attitudes of Malaysian youth towards ERS.

The third determinant, subjective norms (SN), the second antecedent from TPB [47], is
another component proposed in this study, representing the perceived social pressure that
influences an individual’s decision to engage in a particular behavior [69–71]. It suggests
that exposure to ERS can help in demonstrating its utility and foster its adoption among
one’s social circle.

The fourth determinant, perceived behavioral control (PBC), the final antecedent
from TPB [47], pertains to an individual’s assessment of their own ability to carry out the
behavior. As discussed earlier, a person’s capability and proficiency in using technology
significantly impact their likelihood of adopting it [68–70]. In the context of this study, the
goal is to ascertain whether Malaysian youth possess the necessary skills and abilities to
effectively use ERS technology.

The final determinant identified is awareness (AW). Awareness has been recognized as
a significant factor influencing users’ behavior in the adoption of technology, as suggested
by prior studies [72–75]. It plays a crucial role in shaping users’ willingness to engage
with technology.

Additionally, this study proposes the possible moderating effects, of technology apti-
tude (TA), derived from the adopter categories from DOI [48]. Specifically, it is suggested
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that there might be moderating effects of TA towards the relationships between FC, AT, SN,
PBC, and AW regarding BI.

3.2. Research Framework

This paper expands upon our preliminary study [76], refining the research framework
and objectives. Figure 2 presents the finalized research framework with 10 hypotheses.
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Figure 2. Research Framework.

H1: FC significantly affect the BI of ERS adoption readiness.

H2: AT significantly affects the BI of ERS adoption readiness.

H3: SN significantly affects the BI of ERS adoption readiness.

H4: PBC significantly affects the BI of ERS adoption readiness.

H5: AW significantly affects the BI of ERS adoption readiness.

H6: TA moderates the effects of FC towards BI for ERS adoption readiness.

H7: TA moderates the effects of AT towards BI for ERS adoption readiness.

H8: TA moderates the effects of SN towards BI for ERS adoption readiness.

H9: TA moderates the effects of PBC towards BI for ERS adoption readiness.

H10: TA moderates the effects of AW towards BI for ERS adoption readiness.

3.3. Research Design

A research design is crucial in structuring and organizing all the components of a
research study effectively [77]. Figure 3 illustrates the overall research design adopted for
this study.
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The sampling design revolves around the sampling technique and target population,
which, in this case, is the Malaysian youth. The decision to focus on the youth demographic
is based on their reputation for being technology-savvy compared to other age groups [15,16].
Young people are among the most active and influential participants in the technology sector
in general, as they are the ones who are most likely to adopt new and innovative technologies
that can shape the future. Therefore, understanding the factors that motivate and facilitate
their adoption of a particular technology can help researchers, policymakers, educators, and
technology providers to design and implement more effective and user-friendly solutions
that can meet the needs and preferences of young people. Moreover, driving adoption by
young people may have a positive impact on the adoption of new technologies, innovations,
or behaviors among other groups in society. Motivated by this understanding, this study
aims to provide insights into the behavioral intention regarding the use and exploration of
ERS by Malaysian youth.

The survey data collected for this study are based on individual responses. The
sampling method used is a non-probability technique, namely purposive sampling [63].
This technique selects participants who have specific characteristics that are relevant to the
research topic. In this case, the criteria are being Malaysian and belonging to the youth age
group as defined by the Malaysian Youth Policy. The sample size was determined by using
GPower 3.1 [78], a statistical software program that calculates the minimum number of
participants needed for a study. According to GPower 3.1, this study required a minimum
sample size of 123 participants.

The questionnaire design comprises two key components: questionnaire development
and the scale of measurement. In this study, the questionnaire development draws from
a combination of adaptations from previous research and original approaches for certain
sections like demographic profiling, technology aptitude (TA), and awareness (AW). The
sections on facilitating conditions (FC), attitudes (AT), subjective norms (SN), perceived
behavioral control (PBC), and behavioral intention (BI) are adapted from prior studies (see
Table 2).
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Table 2. Questionnaire development.

Construct Method Sources

FC Adapted (5 items) [79–82]

AT Adapted (9 items) [53,83]

SN Adapted (8 items) [53,82–85]

PBC Adapted (14 items) [53,84,85]

AW Original and Adapted (6 items) [84]

BI Adapted (5 Items) [82–84]

The survey was disseminated at educational institutions and universities, given their
high concentration of the youth demographic. Additionally, the survey was also sent to
youth societies registered under the Ministry of Youth and Sports (MYS) in Malaysia, as
well as the Institute of Youth and Research (IYRES) Malaysia. The survey utilized a 7-Likert
scale, ranging from “strongly disagree” to “strongly agree”.

The pilot test involved 50 university students within the specified sampling criteria.
This test aimed to analyze and validate the items and scales using Cronbach’s Alpha.
The results, as shown in Table 3, fell within the acceptable threshold values of 0.70 [86],
indicating a high level of internal consistency among the items. This suggests that the
survey instrument is reliable and suitable for the main study. It is worth noting that values
exceeding 0.50 are also considered acceptable, particularly in exploratory research or when
dealing with scales or constructs [87,88].

Table 3. Pilot test.

Construct No. of Items Cronbach’s Alpha

FC 5 items 0.858

AT 9 items 0.952

SN 8 items 0.909

PBC 14 items 0.96

AW 6 items 0.918

BI 5 items 0.901

The refinement stage included a focus group with approximately 15 youth participants
to further assess the survey items’ clarity and relevance. The focus group confirmed that
the items were appropriate for the intended study.

For the main data analysis, structural equation modeling (SEM) is employed. SEM is
typically suited for larger sample sizes, often necessitating a minimum of approximately 200
participants [89,90]. There are two primary SEM methods to choose from: covariance-based
SEM (CB-SEM) and variance-based partial least squares SEM (PLS-SEM) [91]. CB-SEM is
grounded in the common factor model, focusing on shared variance among variables. In
contrast, PLS-SEM incorporates common, specific, and error variance from independent
variables to enhance the prediction of variance in dependent variables [91]. PLS-SEM
aligns with this study’s purpose, given the presence of multiple variables within the same
construct to observe the phenomenon. Furthermore, as recommended by [91], PLS-SEM is
recommended in studies related to social science and technology forecasting. Specifically,
the study used the Smart PLS 4.0 software for the PLS-SEM analysis [92]. According
to [90,91], more than 10,000 researchers have cited the use of SmartPLS, which indicates the
reliability and trustworthiness of the software in performing PLS-SEM. Moreover, SmartPLS
4.0 provides results similar to previous versions, with an enhancement in usability, such
as importing the data, creating the models, and managing and analyzing in a more direct
manner [92].
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4. Findings

This section reports the findings of the main data analysis. This section is divided
into subsections, including the demographic profile and PLS path model, to present all the
findings retrieved from the Smart PLS 4.0 software for PLS-SEM in this study [92].

4.1. Demographics of Respondents

A total of 392 questionnaires were administered to Malaysian youth, including uni-
versities, colleges, institutions, and youth societies. Table 4 shows the total demographic
profile of the respondents. However, to meet the criteria of this study, two important
criteria, which were the nationality and age range (Malaysian and youth), were considered
initially. Based on the 392 questionnaires collected, 6 of them did not meet the criteria
(non-Malaysian and non-youth). Thus, the final total number of observed respondents for
this study was 386.

Table 4. Demographic profile of respondents.

Profile Frequency (N = 386) Percentage (100%)
Gender
Male 201 52.1
Female 185 47.9
Age
<19 years 49 12.7
20–25 years 297 76.9
26–30 years 40 10.4
>31 years 0 0
Nationality
Malaysian 386 100
Other 0 0
State
Johor 124 32.1
Selangor 50 13.0
Melaka 49 12.7
Perak 27 7.0
Negeri Sembilan 24 6.2
Kuala Lumpur 20 5.2
Kelantan 18 4.7
Penang 14 3.6
Terengganu 13 3.4
Sarawak 13 3.4
Kedah 13 3.4
Pahang 12 3.1
Sabah 8 2.1
Perlis 1 0.3
Technology Ownership
Smart Phone 348 90.2
Laptop 333 86.3
Tablet 130 33.7
Mobile Phone 118 30.6
Camera 88 22.8
Smart TV 68 17.7
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Table 4. Cont.

Profile Frequency (N = 386) Percentage (100%)
Desktop Computer 59 15.3
Smart Watch 59 15.3
Fitness Tracker 32 8.3
In-Car Camera 30 7.8
Other Smart Devices 25 6.5
CCTV/Surveillance System 16 4.1
None of the above 2 0.5
Knowledge of ERS
Not Aware 61 15.8
Fundamental Awareness 143 37.0
Novice 54 14.1
Intermediate 85 22.0
Advanced 29 7.5
Expert 14 3.6
Technology Aptitude
Innovator 88 22.8
Early Adopter 62 16.1
Early Majority 112 29
Late Majority 101 26.1
Laggards 23 6

As shown in Table 4, the first section of the survey concerned gender, which showed
that 52.1% of the respondents in this study were male (201 respondents) and 47.9% of
respondents in this study were female (185 respondents). Next, the survey focused on the
age category. The majority of the respondents were within the age category of 20–25 years
old, with 76.9% (297 respondents), while those less than 19 years old represented 12.7%
(49 respondents), and the last category was 26–30 years old, with 10.4% (40 respondents).
From the total of 386 respondents, it was necessary to examine the state of the demo-
graphics. Based on Table 4, the majority of the respondents were from Johor, with 32.1%
(124 respondents), followed by Selangor, with 13.0% (50 respondents), and Malacca, with
12.7% (49 respondents), as the top three states with the highest numbers of respondents.

The next section examined the technological devices available currently and asked
whether the participants used more than one smart device to evaluate the motivations to
adopt a certain technology and justify that youth are more likely to use a technology when
the technology is available. This section also allowed the respondents to specify more than
one answer; therefore, the total number of each answer was based on a value of 386. As
expected, the majority of the participants owned smartphones (348 respondents), followed
by laptops (333 respondents) and tablets (130 respondents).

In the next section of the survey was a general question on the basic knowledge of
ERS. Based on Table 4, the majority, namely 143 respondents (37%), were in the stage of
fundamental awareness or basic knowledge of ERS, understanding the basic techniques
and concepts of ERS in general, and 85 respondents (22%) were in the intermediate stage,
in which respondents were identified to be able to perform tasks with ERS, although, in
the intermediate stage, they may require less guidance from an expert and may be able to
use the technology independently. This was followed by those with no awareness, with
61 respondents (15.8%) who had no knowledge or understanding of the concept of ERS.
Meanwhile, 54 respondents (14.1%) were novices, indicating that the respondent had a
level of experience or exposure to ERS but did not fully understand it and required an
expert for guidance. The next two stages were advanced, with 29 respondents (7.5%), and
experts, with 14 respondents (3.6%).
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The next section was the moderator for this study, which was technology aptitude.
Regarding the DOI adopter categories, a higher number of respondents were in the early
majority, with 29% (112 respondents), and late majority, with 26.1% (101 respondents). The
early majority indicates that the respondents will adopt a technology when the technology
is widely adopted by others first, and the decision to use the technology is based on the
utility and practical benefits of the technology. The second highest category was the late
majority, in which respondents were more cautious before committing to a new technology
and preferred someone to encourage them to adopt a new technology so that they could
refer to someone when they had questions or problems in using the technology. The late
majority group belonged to the low TA category in this study.

The number of respondents classified as innovators was the third highest, with 22.8%
(88 respondents), which indicates that these groups will adopt the technology simply
because it is new and they tend to be more ready to take risks in using a technology
regardless of the stability of the performance of the technology. The next category was
the early adopters, with 16.1% (62 respondents), which represents the group that creates
trends and opinions allowing the technology to be widely used. The last group from the
DOI adopter categories was laggards, which represented 6% (23 respondents) of the total
respondents. One of the main characteristics of laggards is that they will adopt a technology
only if they are forced to use it and it is necessary and important in their daily lives or for
job opportunities.

Furthermore, this study examined the relationship between age and technology ap-
titude to gain better insights into the demographic. From Table 5, the age category of
<19 years comprised 69.4% (34 respondents) who showed high technology aptitude and
30.6% (15 respondents) who had low technology aptitude. For the 20–25 years category,
the majority were of high technology aptitude, with 65% (193 respondents), and 35% were
of low technology aptitude. The last category was 26–30 years, in which the majority,
72.5% (29 respondents), had high technology aptitude and 27.5% (11 respondents) had
low technology aptitude. Thus, it can be concluded that the majority of the age category, a
total of 202 respondents, had high technology aptitude. Therefore, the youth age range can
be considered to represent innovators, early adopters, and the early majority. This aligns
with [93,94], in which that youth were considered technology-savvy due to their opinions
on and usage of technology being slightly higher, as the total number of youth respondents
found was found to exhibit high TA.

Table 5. Relationship between age and technology aptitude.

Age Frequency (n = 386) Technology Aptitude n Percentage (100%)

<19 years 49
High 34 69.4
Low 15 30.6

20–25 years 297
High 193 65
Low 104 35

26–30 years 40
High 29 72.5
Low 11 27.5

4.2. Descriptive Analysis

A total of 53 items were measured from the variables in this study, namely FC (9 items),
AT (9 items), SN (10 items), PBC (14 items), AW (6 items), and BI (5 items). The data were
analyzed for their central tendency (mean), dispersion (standard deviation), and normality
of variables (skewness and kurtosis). Table 6 shows the results of the mean, standard
deviation, kurtosis, and skewness. This study used a 7-point scale from “1 = strongly
disagree” to “7 = strongly agree”. AT recorded the highest mean value of 5.319, followed
by PBC (5.106), SN (4.888), FC (4.828), BI (4.814), and AW (4.569). Next, the standard
deviation ranged from 1.215 to 1.426. The highest mean score for AT and PBC shows
that most people agree that an individual’s ability and support based on infrastructure
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influence their adoption readiness. The BI (4.814) mean score is within the median based
on the 7-point scale, therefore indicating a good level of agreement regarding BI and ERS
adoption readiness. Next, the kurtosis and skewness were assessed to identify the normal
distribution of the data. Skewness and kurtosis beyond the range of ±3 to ±10 may be
beyond the limit for tolerable normality and cause a problem in the next stage [95]. The
suggested degree of normality is 0 to 3 [96]. The results of the statistics of individual items
and variables did not fall between ±3 and ±10 and were within the range of 0 to 3. Thus,
the data were normally distributed and suitable for further analysis.

Table 6. Descriptive analysis.

Construct Mean Standard Deviation Excess Kurtosis Skewness

FC 4.828 1.362 0.315 −0.435

AT 5.319 1.215 0.45 −0.553

SN 4.888 1.357 0.299 −0.496

PBC 5.106 1.222 0.632 −0.459

AW 4.569 1.426 0.136 −0.44

BI 4.814 1.329 0.165 −0.373
Scale: “1 = Strongly Disagree”, “2 = Slightly Disagree”, “3 = Disagree”, “4 = Neutral”, “5 = Agree”, “6 = Slightly
Agree”, “7 = Strongly Agree”.

4.3. Smart PLS

Figure 4 is the construct retrieved from Smart PLS 4.0. The two stages of Smart PLS 4.0
data analysis, reflective measurement model analysis (Stage 1) and structural measurement
model analysis (Stage 2), will be analyzed.
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4.4. Reflective Measurement Model

Before proceeding to the PLS-SEM’s structural model assessment (stage 2), certain
quality criteria must be met in Stage 1. This involves evaluating the reliability, convergent



Appl. Sci. 2023, 13, 11854 15 of 30

validity, and discriminant validity. Reliability pertains to the extent to which a measure-
ment is stable and free from random error [97]. In the context of PLS-SEM, composite
reliability (CR) is the preferred metric [98]. To establish reliability, the CR should be at least
0.70 [97]. Convergent validity measures the degree to which one attribute is associated
with others within the same dependent variables [99]. To ascertain convergent validity, we
calculated the average variance extracted (AVE) to assess item factor loadings and their
significance [97–99]. The AVE of the measurement model should exceed 0.50, indicating
that the variables explain at least 50% of the variance in the outer models [98]. Factor
loadings determine an item’s contribution to its constructs, and they should be at least
0.708 [99,100].

Table 7 indicates that all item loadings exceed the minimum threshold of 0.708 for
their respective constructs. Additionally, they contribute to an AVE value that surpasses
the minimum threshold of 0.50 for FC, AT, SN, PBC, AW, and BI. Moreover, the minimum
CR value of 0.70 is met, signifying that the measurement models satisfy the reliability and
convergent validity requirements.

Table 7. Reflective measurement model.

Construct Item Loading AVE CR

FC

FC5 0.879

0.802 0.953

FC6 0.919

FC7 0.867

FC8 0.917

FC9 0.894

AT

AT1 0.814

0.709 0.956

AT2 0.851

AT3 0.844

AT4 0.831

AT5 0.862

AT6 0.849

AT7 0.846

AT8 0.862

AT9 0.815

SN

SN1 0.794

0.669 0.942

SN2 0.8

SN4 0.856

SN5 0.874

SN6 0.854

SN7 0.849

SN9 0.741

SN10 0.765
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Table 7. Cont.

Construct Item Loading AVE CR

PBC

PBC1 0.777

0.665 0.965

PBC2 0.71

PBC3 0.768

PBC4 0.74

PBC5 0.801

PBC6 0.825

PBC7 0.838

PBC8 0.864

PBC9 0.862

PBC10 0.851

PBC11 0.84

PBC12 0.85

PBC13 0.828

PBC14 0.841

AW

AW1 0.791

0.72 0.939

AW2 0.874

AW3 0.897

AW4 0.875

AW5 0.838

AW6 0.812

BI

BI1 0.873

0.797 0.951

BI2 0.909

BI3 0.914

BI4 0.881

BI5 0.885

The next step involves assessing the discriminant validity of the model, which can
be done using one of three methods [98]. The first method is the Fornell and Larcker
Criterion, which examines the extent to which indicators load more strongly on their
respective constructs than on other constructs [101]. Table 8 illustrates that all constructs
in the model exhibit satisfactory discriminant validity. This implies that the constructs
are distinct from one another with every value in its own construct is higher than other
construct, demonstrating that the model displays satisfactory discriminant validity. It
indicates that the study’s constructs are not highly correlated with each other.

Table 8. Discriminant validity (Fornell and Larcker Criterion).

Construct FC AT SN PBC AW BI

FC 0.895

AT 0.399 0.842

SN 0.596 0.641 0.818

PBC 0.501 0.759 0.735 0.815

AW 0.585 0.344 0.503 0.447 0.849

BI 0.471 0.68 0.661 0.755 0.497 0.893
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In the second method, even if the Fornell and Larcker Criterion is met, there is
a need to assess the discriminant validity through cross-loadings of every item in the
construct [98,100]. Table 9 shows the cross-loadings between constructs. In this analysis, it
is important to observe that each item should have high loadings on its construct but low
loadings on other constructs. The results in Table 9 further support the conclusion that the
constructs in the study demonstrate discriminant validity due to the value of each item is
higher on its own construct than other construct, indicating that they are distinct from each
other and can be reliably measured as separate constructs.

The final step in assessing discriminant validity is to apply heterotrait–monotrait
(HTMT) techniques [100]. Based on the results of the HTMT technique in Table 10, it
is evident that all the HTMT values meet the criteria of HTMT.90 and HTMT.85. This
indicates that the HTMT ratios of the correlations between constructs satisfy the threshold
criteria [102]. Consequently, the requirement for discriminant validity is fulfilled. Further-
more, the HTMT inference results demonstrate that the confidence intervals (CI) do not
include a value of one for any of the constructs (see Table 10) [102,103]. The assessment of
discriminant validity adds credibility to the study’s measurement model, ensuring that the
constructs are appropriately defined and accurately represent the intended concept.

Table 9. Cross-loadings.

Construct Item FC AT SN PBC AW BI

FC

FC5 0.879 0.35 0.502 0.443 0.501 0.404

FC6 0.919 0.333 0.53 0.43 0.551 0.423

FC7 0.867 0.398 0.561 0.486 0.46 0.46

FC8 0.917 0.343 0.548 0.436 0.564 0.393

FC9 0.894 0.355 0.52 0.441 0.55 0.421

AT

AT1 0.303 0.814 0.498 0.584 0.311 0.511

AT2 0.288 0.851 0.501 0.614 0.264 0.551

AT3 0.36 0.844 0.52 0.625 0.287 0.553

AT4 0.296 0.831 0.509 0.613 0.258 0.528

AT5 0.339 0.862 0.525 0.633 0.26 0.573

AT6 0.362 0.849 0.525 0.653 0.311 0.615

AT7 0.344 0.846 0.525 0.656 0.294 0.61

AT8 0.333 0.862 0.614 0.67 0.288 0.574

AT9 0.382 0.815 0.625 0.689 0.329 0.618

SN

SN1 0.487 0.571 0.794 0.549 0.399 0.531

SN2 0.477 0.606 0.8 0.599 0.403 0.546

SN4 0.53 0.528 0.856 0.635 0.433 0.566

SN5 0.521 0.526 0.874 0.589 0.441 0.547

SN6 0.475 0.478 0.854 0.624 0.43 0.565

SN7 0.509 0.488 0.849 0.642 0.452 0.582

SN9 0.421 0.492 0.741 0.563 0.328 0.471

SN10 0.469 0.508 0.765 0.603 0.391 0.503
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Table 9. Cont.

Construct Item FC AT SN PBC AW BI

PBC

PBC1 0.365 0.664 0.583 0.777 0.33 0.6

PBC2 0.499 0.592 0.613 0.71 0.429 0.586

PBC3 0.437 0.626 0.625 0.768 0.356 0.652

PBC4 0.384 0.617 0.536 0.74 0.357 0.6

PBC5 0.475 0.571 0.617 0.801 0.411 0.588

PBC6 0.454 0.604 0.63 0.825 0.389 0.607

PBC7 0.417 0.632 0.619 0.838 0.317 0.567

PBC8 0.426 0.6 0.632 0.864 0.35 0.592

PBC9 0.444 0.635 0.621 0.862 0.351 0.666

PBC10 0.381 0.611 0.59 0.851 0.358 0.623

PBC11 0.33 0.598 0.573 0.84 0.36 0.61

PBC12 0.352 0.648 0.583 0.85 0.357 0.627

PBC13 0.37 0.622 0.581 0.828 0.363 0.62

PBC14 0.381 0.631 0.578 0.841 0.368 0.651

AW

AW1 0.425 0.223 0.339 0.326 0.791 0.388

AW2 0.454 0.308 0.394 0.378 0.874 0.427

AW3 0.54 0.312 0.415 0.374 0.897 0.459

AW4 0.487 0.369 0.432 0.407 0.875 0.471

AW5 0.539 0.31 0.536 0.447 0.838 0.424

AW6 0.545 0.202 0.45 0.332 0.812 0.339

BI

BI1 0.416 0.624 0.587 0.688 0.463 0.873

BI2 0.37 0.618 0.581 0.683 0.437 0.909

BI3 0.454 0.605 0.608 0.676 0.467 0.914

BI4 0.437 0.608 0.583 0.669 0.424 0.881

BI5 0.426 0.58 0.59 0.65 0.424 0.885

Table 10. HTMT criterion.

Construct FC AT SN PBC AW BI

FC

AT 0.419
(0.327, 0.50)

SN 0.636
(0.562, 0.701)

0.683
(0.605, 0.746)

PBC 0.527
(0.437, 0.603)

0.793
(0.728, 0.838)

0.779
(0.719, 0.828)

AW 0.633
(0.555, 0.714)

0.361
(0.252, 0.449)

0.543
(0.432, 0.634)

0.473
(0.364, 0.555)

BI 0.501
(0.414, 0.571)

0.719
(0.659, 0.778)

0.708
(0.641, 0.771)

0.794
(0.717, 0.845)

0.53
(0.442, 0.611)

4.5. Structural Measurement Model

In the second stage of PLS-SEM, the focus is on evaluating the structural measurement
model to assess the path model involving the study’s variables. Ensuring the absence of
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latent collinearity in the structural model is crucial [100]. While the discriminant validity
criteria are met, the presence of latent collinearity can sometimes obscure the findings
and lead to incorrect interpretations, especially when two variables with a hypothesized
causal relationship measure the same construct [104]. Table 11 provides the results of
the lateral collinearity test, presenting the inner variance inflation factor (VIF) values
for the independent variables. These VIF values, which need to be examined for lateral
multicollinearity, are all either below the threshold of 5 [104] or fall within the range of 5 to
10 [104]. These results indicate that there is no concern regarding lateral multicollinearity in
the study. The findings in Table 11 lead to the conclusion that latent collinearity issues are
not present in the structural model. This confirms the reliability of the results and supports
the validity of the causal relationships between the variables in the model.

Table 11. Collinearity assessment.

Construct BI (VIF)

FC 6.3

AT 7.054

SN 7.881

PBC 9.378

AW 4.082

Next, it is necessary to measure the path coefficients of the structural model proposed
earlier. The path coefficients are versions of linear regression weights that can be used in
examining the possible causal linkages between statistical variables in the SEM approach.
The significance of the proposed hypotheses was tested using t-statistics generated through
bootstrapping in Smart PLS 4.0. Table 12 displays the assessment of the path coefficients,
with five hypotheses found to have t-values greater than 1.28, and the p-value for this study
was 0.10. Specifically, the predictors AT (0.006), SN (0.018), PBC (0.002), and AW (0.046)
were found to significantly affect the BI readiness of ERS, while one moderator hypothesis
was supported, which was TA × FC (0.088), regarding the BI readiness of ERS, due to
the t-value > 1.28 and the p-value < 0.10. Furthermore, as suggested by [105], the p-value
indicates whether there is an effect that exists, but the p-value will not reveal the size of the
effect; therefore, an assessment of the effect size is recommended, as in [98,99]. The effect
size is measured using f2, with values of 0.02, 0.15, and 0.35 representing small, medium,
and large effects, respectively [106]. From Table 12, it can be observed that all constructs
have relatively small effect sizes.

Table 12. Hypothesis testing.

Hypothesis Relationship t-Value p-Value Decision f2

H1 FC -> BI 1.138 0.127 Not supported 0.004

H2 AT -> BI 2.487 0.006 Supported 0.017

H3 SN -> BI 2.096 0.018 Supported 0.019

H4 PBC -> BI 2.957 0.002 Supported 0.031

H5 AW -> BI 1.686 0.046 Supported 0.015

H6 TA × FC -> BI 1.353 0.088 Supported 0.006

H7 TA × AT -> BI 0.159 0.437 Not supported 0

H8 TA × SN -> BI 1.163 0.122 Not supported 0.006

H9 TA × PBC -> BI 0.864 0.194 Not supported 0.004

H10 TA × AW -> BI 0.397 0.346 Not supported 0.001
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The f2 contributes to the coefficient of determination or R2. R2 is the proportion of
the variation in the dependent variables that is predictable from the independent vari-
ables [106]. The R2 values are assessed as follows: 0.25 (weak), 0.50 (moderate), and 0.75
(substantial) [106]. Furthermore, the predictive relevance or Q2 is assessed to measure
whether a model has predictive relevance accuracy, specifically when the f2 is relatively
small [100]. The minimum value of Q2 is 0, while the closer the Q2 value to the R2, the more
predictive the constructs’ relevancy [100]. Table 13 shows the value of R2 (0.632), which is a
moderate value and indicates that the model explains 63.2% of the variance, and the Q2 is
0.557, which is above the minimum value and closer to the original coefficient R2 [100].

Table 13. R2 and Q2.

R2 Q2

0.632 0.557

4.6. Moderators

Using Smart PLS 4.0, assessment of the moderator is achieved directly from the
calculation of the PLS algorithm, and the report indicates the total effects of moderators
on the independent variables to the dependent variables. One of the proposed moderator
hypotheses is supported in this study, which is H6 (Table 12). Based on the slope analysis,
Figure 5 shows that TA × FC has an interaction and intersects at 0.136 at BI. In Figure 4, it
is shown that there is an interaction between low TA and high TA. High TA has a positive
slope, while low TA has a negative slope. Therefore, it indicates that when the FC is higher,
people with high TA show increased their BI towards adopting ERS, while people with low
TA show decreased their BI towards adopting ERS.

4.7. Goodness of Fit (GoF)

In this study, the goodness-of-fit (GoF) measures are examined in terms of the stan-
dardized root mean square residual (SRMR) on the saturated model and estimated model.
The saturated model evaluates the correlations between all constructs and is utilized to
assess the model fit during the measurement model stage [100]. On the other hand, the
estimated model considers the model structure and represents a more restricted fit during
the structural model stage [100]. SRMR is calculated by transforming both the sample co-
variance matrix and the predicted covariance matrix into correlation values [107]. Table 14
displays the SRMR GoF results for this study. According to [107], a value less than 0.08
indicates a good fit. In this study, both the SRMR values for the saturated and estimated
models are below 0.08, indicating a good fit. This suggests that the observed variables,
including the dependent variables, used in this study support the model and are consistent
with previous studies employing the same predictors and variables. Overall, based on the
SRMR GoF results, the model demonstrates a good fit, indicating that the observed data
align well with the proposed model and are in line with previous studies that have utilized
similar predictors and variables.

Table 14. SRMR model fit.

Original Sample (O) Sample Mean (M)

Saturated model 0.05 0.032

Estimated model 0.051 0.032
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5. Discussions

In the previous section, the study’s findings were discussed. Table 12 revealed that
five hypotheses were supported in this study, with four of them stemming from direct
relationships and one being a supported moderation hypothesis.

The first research objective of this study was to gauge the sentiments of Malaysian
youth towards ERS. These sentiments serve as an indicator of whether Malaysian youth
hold a positive or negative attitude towards ERS, a technological advancement. A positive
attitude would suggest that ERS implementation might be relatively straightforward for
ERS engineers and scientists, whereas a negative attitude indicates that it would require
more cautious consideration. Analyzing the mean scores presented in Table 6, it is apparent
that the mean score for AT is 5.319, indicating that the majority of respondents hold
a positive attitude towards ERS and agree that ERS can be a beneficial technological
advancement. This should serve as encouragement for innovators and relevant technology
actors to engage further in R&D to produce more ERS or solutions utilizing emotion AI.

Next, the research aimed to identify the determinants of ERS adoption. Five variables
were put forth as possible determinants of ERS adoption readiness. As reported in Table 12,
four variables were confirmed as significant determinants of BI. The four variables were AT,
SN, PBC, and AW. AT, SN, and PBC were the original constructs of TPB. Thus, the findings
are consistent with numerous prior studies [50–53].

H1 was not supported (see Table 12), suggesting that FC does not significantly affect
BI. This is not consistent with identified earlier studies [60,64–67]. However, it is important
to note that most of the earlier studies did not investigate ERS adoption specifically. For
example, refs. [66–68] highlighted that infrastructural resources and specific policies may
play a role in influencing user behavior and intention to use technology. The findings
regarding H1 suggest that there might be a lack of adequate structural support within the
country to encourage users to adopt ERS. Alternatively, it could also indicate that there is a
lack of clear and effective initiatives tailored to promoting or facilitating the implementation
of ERS in the country. Thus, ERS practitioners should lobby for more targeted policies and
initiatives for ERS diffusion from the government.
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H2 was supported (see Table 12), suggesting that AT significantly affects BI. The finding
is consistent with previous studies [52,53,69,70] that have suggested that AT can be one
of the important factors in ensuring the accelerated adoption of a specific technology [47]
based on compatibility and adaptability in using the technology [108]. In other words,
AT is an antecedent affecting a user’s behavioral intention to adopt ERS. Since it was also
confirmed earlier that Malaysian youths show a positive sentiment towards ERS, it can be
expected that they have a good behavioral intention to adopt ERS. Organizations intending
to launch an ERS solution should supplement its deployment with a prelaunch marketing
campaign to create positive AT in the target market.

H3 was supported (see Table 12), suggesting that SN significantly affects BI. SN was
defined as the level of approval by important others [53,54,82], and the decision to use or
adopt a technology can be influenced by the social circle of the individual or user—for
example, family members, peers within organizations or institutions, and friends that have
been exposed to or experienced the behavior of interest, i.e., using such technology. SN was
used to investigate whether peer approval, management perception, and social pressure
from friends or families influenced adoption readiness for ERS. This finding is similar
to previous studies [69–71]. Since the hypothesis is supported in this study, it highlights
the importance of shaping positive perceptions towards ERS across society, as this would
ensure that the various important others among young people have a positive attitude
towards ERS and thus influence positively the young people’s beliefs about using ERS.
This is consistent with observations made by [52,71,109] on the widespread technological
advancements and diffusion of AR and VR technologies. [109] highlight that knowledge
and information about AR and VR have been widely promoted, leading to good social
norms generally. Therefore, it can be deduced that ERS practitioners should encourage the
widespread sharing of information and knowledge on their ERS to affect good SN, which
would in turn lead to good levels of behavioral intention to adopt ERS among the youth.

Next, H4 was supported (see Table 12), suggesting that PBC significantly affects BI.
PBC was defined as an individual’s ability to implement adoption by themselves [68–70].
The individual’s ability will be influenced by the complexity of the technology, financial
ability, and trialability depending on the user’s knowledge and capacity to adopt the
technology [69,70]. This aligns with previous studies that show significant results for
PBC as a determinant of technology adoption [52,68]. Therefore, if young individuals
believe that they possess the skills and autonomy to make decisions regarding the use
or adoption of ERS, the probability of them forming the intention to readily adopt ERS
would be greater. Furthermore, prior research has indicated that even when a technology
is intricate, individuals are more inclined to adopt it if they have the confidence and
competence to master it [68]. ERS can be considered as an example of a rather complex
technology, given the various modalities and advancements in AI that might be applied
to create particular ERS. However, if the knowledge and information relating to ERS
are presented in an accessible manner, it would be possible to create positive perceptions
towards the feasibility of mastering the technology; this will then generate positive PBC and
ultimately good intention for adoption. In other words, with enough support, resources,
and encouragement, one can enhance the individual’s ability to use the technology and
accelerate the adoption rate.

The final direct relationship tested, H5, was supported (see Table 12), suggesting that
AW significantly affects BI. This is aligned with prior studies investigating AW as one of the
key factors affecting intention [61,62,72–75]. Since the results confirm the determinacy of
AW towards BI, it is advisable for ERS practitioners to further emphasize the development
of new ERS applications and incorporate plans to share information about their innovations.
This approach can help to promote higher levels of adoption readiness among users.
According to Table 6, the mean score for AW is 4.569. This suggests that the sample’s AW is
not particularly high; thus, more information on ERS needs to be disseminated in order to
increase the AW level.
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In this study, one moderation hypothesis, H6: TA × FC -> BI (as shown in Table 12),
was found to be supported. Figure 5 illustrates a slope analysis, which reveals a relationship
between the high TA group and low TA group with respect to FC and its impact on BI. High
levels of TA are associated with a positive inclination towards adopting ERS, provided
that there is sufficient infrastructure in place. On the other hand, individuals with low TA
are less likely to embrace ERS, even in the presence of robust infrastructure and policies.
This aligns with the earlier definition of TA and its categorization within the Diffusion
of Innovation (DOI) framework [110]. The late majority and laggards are often resistant
to new technologies due to various factors, such as perceiving a minimal impact on their
lives or a preference for traditional methods [110]. In the context of this study, the findings
suggest that individuals with low TA do not see ERS as having a significant impact on
their daily lives, making them less inclined to adopt the technology. However, if initiatives
focusing on FC, like targeted training programs and infrastructure support for ERS, are
implemented, the low TA group might transition towards the high TA category, as depicted
in Figure 5. Consequently, the low TA group could potentially embrace the technology and
use it in line with the intended purposes envisioned by ERS creators.

6. Conclusions

Arguably, this study has generated valuable insights. To emphasize these, the final
section will address the implications for various stakeholders, including policymakers,
technology developers, and society.

6.1. Technology Developers

For technology developers, such as engineers, scientists, and researchers, the findings
and discussions in this study offer valuable insights into the factors that can boost the
adoption rate among potential users, helping them to design more user-friendly and
accessible technologies.

Over the last decade, researchers have been actively interested in developing ERS for
AI, which has led to an increasing trend in ERS. Since the early 2000s, the development of
AC by [9] has shown the potential of cognitive computing, which has led to the development
of automated emotion recognition within AI. The potential of this technology has garnered
interest and attention from researchers and engineers, who have developed more such
systems and identified the potential applications as well as compatibility with numerous
technological advancements. However, based on the research gaps noted earlier, and based
on the systematic literature review that has been conducted, there is a limited number of
studies related to ERS user readiness. Therefore, insight into the user’s perspective on
whether ERS will be beneficial and impactful to them is needed. Specifically, this study
narrowed down the focus further by studying Malaysian youth. It is evident that the
attitudes of Malaysian youth will not pose a challenge for engineers and practitioners, as
Malaysian youth have expressed positive sentiments towards ERS and its AI applications in
their daily lives. The developers should exploit this by engaging young people in the design
and development phases to obtain good insights and ensure an excellent problem–solution
fit in the solutions created. Furthermore, given their positive sentiments, developers should
engage young people as a group that can advocate for and influence the acceptance of ERS
amongst other groups in society. Providing early access to new ERS solutions to young
people could create a wave of positive testimonials that would then encourage others to
adopt any new solutions.

6.2. Policymakers

For policymakers, especially the Malaysian government, the results and discussions
presented in this study align with the government’s efforts to enhance policies and support
technological advancement within the country. These insights can guide the development
and refinement of policies aimed at fostering technological progress.
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Technological advancements have become a major factor determining the socioeco-
nomic growth of a nation and its citizens. Locally, in Malaysia, the importance of leveraging
IR 4.0’s technological advancements has been highlighted by the Malaysian government
to ensure that Malaysian citizens keep up with technological advancements. This was
highlighted in the National IR 4.0 Policy introduced on 5 July 2021. In addition, the Ministry
of Science, Technology, and Innovations (MoSTI) introduced the Malaysia National AI
Roadmap 2021–2025, which encourages the adoption of AI technologies and proposes a
series of adoption strategies for Malaysian citizens. Thus, based on the findings of this
study, it is recommended that these policies and the initiatives formulated for their imple-
mentation be further enhanced with specifications addressing the potential and deployment
of ERS.

There is the potential for stakeholders to be concerned about the ethical, privacy, and
security implications arising from the implementation of ERS [111]. Thus, there should be
a policy framework that provides clearer guidelines to allow practitioners and society to
benefit from the technology whilst mitigating any potential risks.

Since H1 was not supported, the policy specificity regarding ERS is not yet readily
available. Nevertheless, this should be viewed as an opportunity. It suggests that the
provision of targeted programs and training initiatives may potentially boost adoption [112].
Hence, there are some initiatives specifically related to ERS that can be considered to
promote its adoption and integration among Malaysian youth. Users may come to believe
that with comprehensive training and program offerings, along with inclusive policies
for ERS, their perspectives on ERS can be positively influenced, thereby fostering greater
acceptance and readiness for adoption. Furthermore, through such interventions, it would
be possible to boost awareness amongst the community, promote positive attitudes towards
ERS, and minimize any potential resistance due to either ethical, safety, or privacy concerns.

6.3. Society

The advent of the technological breakthrough that is artificial intelligence has catalyzed
a transformative shift in global society. A growing number of individuals have embraced
these technological advancements. Moreover, the global emergence of Society 5.0, originally
introduced by the Japanese government, underscores the convergence of cyberspace and
physical space. This paradigm emphasizes achieving a harmonious equilibrium between
economic progress and addressing societal challenges [113]. The concept of Society 5.0, as
delineated in previous studies [113], seeks to reconfigure the dynamic between technology
and society, as well as the technology-mediated relationships between individuals and
society at large. Consequently, the people-centric direction advocated for by Society 5.0 has
gained global traction and is perceived as a prospective trajectory for societies worldwide.
This approach transcends barriers of gender, age, and ethnic background, positioning itself
as a universal aspiration for societies across the globe.

Since ERS has strong potential to enhance human–computer interaction [114], it also
can be seen as a major enabler for Society 5.0. In this context, ERS can be seen as having
a pivotal role among the technologies facilitating enhanced interaction between AI and
humans. ERS’s ability to recognize human emotions positions it as a significant component
of this technological landscape. Consequently, this study has contributed valuable insights
by gauging young people’s readiness to embrace ERS as part of this transformative journey.

Towards society as a whole, the insights from this study are instrumental in preparing
individuals for the potential technological advancements that will become an integral part
of daily life. Understanding these factors and trends is crucial in ensuring that individuals
can readily embrace and benefit from evolving technologies. Leveraging this relationship
would ensure that Malaysian youth remain attuned to technological advancements and do
not fall behind, aligning with the overarching vision of Malaysia 5.0. Moreover, it is essential
to recognize that today’s youth are poised to be the builders of the envisioned Malaysia
5.0 in the future. It is important to raise awareness among Malaysian youth regarding
recent technological advancements such as ERS, as it can contribute to the development
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and realization of smart societies, as exemplified by Malaysia 5.0. The establishment of IR
4.0 technology hubs in Malaysia can engage and prepare young people for their pivotal
role in shaping the direction of technology usage. A hub focusing on emotion AI or ERS
technologies would help to promote the development and diffusion of the technologies
and help to affect a harmonious Society 5.0.

6.4. Future Research

Next, building on this study, future research should explore additional antecedents
for ERS adoption readiness, specifically focusing on cultural differences and personal
experiences that could impact users’ willingness to adopt a certain technology. Moreover,
research on negative factors or barriers to ERS adoption would lead to deeper insights that
would benefit ERS stakeholders. Another important area for future study on ERS is related
to the ethical concerns of the technology itself. The ethical implications of ERS may vary
based on cultural differences and personal experiences, especially in sensitive areas such
as privacy invasion or the potential misuse of emotional data. Lastly, future studies may
explore users’ perceptions of the security measures for ERS, as well as their concerns about
the storage and handling of emotion-related data. Specifically, it is necessary to gauge
whether strong security and privacy protections enhance adoption. By addressing these
areas in future research, a more comprehensive understanding of the factors influencing
ERS adoption and its ethical, security, and privacy dimensions can be achieved. This
knowledge will be valuable for both researchers and policymakers in shaping the future of
ERS technology.

This study was subject to the constraints of a cross-sectional design, highlighting
the need for more extensive research using a longitudinal study approach. Long-term
observations are essential in identifying transitions in individuals’ perceptions towards
technology adoption over time. Moreover, this study’s scope was primarily focused on
Malaysian youth, as indicated by the characteristics of the purposive sampling approach.
Future researchers can expand the scope of the study by including industries and businesses
willing to integrate ERS. Exploring their perspectives could be instrumental in shaping
technology adoption within industries and making them more resilient to technological
advancements. Additionally, the study’s scope could be broadened by conducting future
research across various age groups, considering them as potential individual users of ERS.
Different age groups may have varying perceptions regarding the importance of adopting
and using technologies. Therefore, future research should encompass a wider age range and
explore the various potential applications of ERS, leading to diverse insights that can aid
ERS practitioners in creating technology that is more widely adopted throughout society.
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