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Abstract: The concept of “fake news” has become widespread in recent years, especially with the
rise of the Internet. Fake news has become a worldwide phenomenon in the consumption of online
information, as it is often designed to look like real news and is widely shared on social networks.
Concerns regarding the possible detrimental effects of fake news on the public’s knowledge of events
and topics, as well as on democracy and public discourse in general, have arisen as a result of the rise
of social networks. This article aims to provide a summary of a scientific investigation of antisocial
behavior from historical research, conceptual analysis, and qualitative research in the form of a case
study method. With the aim of analyzing online forums and the concept of disinformation using
fake news, its implications have consequences that provoke reflection on this phenomenon. In the
results, we propose a framework for investigating and evaluating the concepts of fake news and its
interaction with other forms of antisocial behavior, including whether we can achieve satisfactory
results with a reduced amount of searched text. The desire is to observe whether we can use our
proposed procedure with the application of artificial intelligence with the VADER BERT model in
combination with the intensity of individual types of sentiment.

Keywords: fake news; antisocial behavior; online communities; VADER BERT model

1. Introduction

For a variety of reasons, people can engage in antisocial behavior online, while others
can do it to draw attention to themselves or feel powerful. Whereas, in contrast, others
would do it to vent their rage or hatred on a certain travel company or another individual.
Some may indulge in it out of resentment towards the neighborhood or a lack of interper-
sonal interaction. Furthermore, they cannot understand the norms of online behavior and
behave improperly by posting offensive comments or sharing harmful material.

Ultimately, some people might behave antisocially in online chats because they believe
they can remain anonymous and will not be held accountable for their actions. It is
challenging to pinpoint the moment or place where community abuse first occurred because
it is a global problem that has appeared in a number of vibrant ways in many groups and
nations. However, as experimenters, interpreters, and policymakers worked to comprehend
and solve these challenging and complicated challenges more fully in recent decades, the
study of community abuse and asocial geste as social and scientific issues has received
increasing attention.

Throughout human history, antisocial behavior has defied society’s norms and values.
There have always been individuals who have decided to engage in ways that are harmful
or disruptive to their society, although specific types of asocial behavior may have varied
over time. Asocial geste may have previously been more common in closed-knit, lower-class
societies, where people had closer ties to one another on a human level. In incomparable
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communities, the effects of engaging in asocial behavior might be more severe, since it
could result in acceptance or other types of social control.

An antisocial geste is a broad term that encompasses a wide range of conditioning that
is mischievous toward the well-being of individuals and communities. This can include
non-criminal and felonious graffiti, similar to theft and vandalism, with littering, graffiti,
and excessive noise. Community abuse and asocial behavior can both have a significant
negative effect on the individuals involved and on the larger community. They can weaken
the social cohesion of society and foster a feeling of fear and instability. Social services,
community organizations, and law enforcement agencies often work together to combat
community abuse and asocial behavior. The goal is to intervene quickly and effectively to
support these acts and help in the healing and recovery of those who have been harmed.

When writing our article, we followed the structure to define the analysis of individual
research articles and related forms of antisocial behavior. The proposed solution is then
tested in practice using specific statistical techniques that are covered in more detail in the
sections that follow. These statistical techniques include the essential verification of the
data and their evaluation.

The research structure is organized into the following logical units that cover specific
aspects: traveling and community abuse, antisocial behavior, results, discussion, etc. The
presentation of the research is divided into appropriate sections, as follows, below.

1.1. Literature Review

As there are many types of antisocial behavior, there are also a large number of sec-
ondary investigations depending on specific circumstances and situations. Some potential
investigation methods will include the following:

• Evidence Gathering from various articles: This may include gathering witness state-
ments, surveillance footage, or other types of evidence that may be relevant to the case
and help shed light on the conduct in question.

• Finding studies interviewing witnesses or suspects: Interviewing people who may
have witnessed the behavior or are suspected of engaging in it can provide valuable
information about the motivations and circumstances surrounding the behavior. Use
of psychological or sociological theories: Understanding the underlying factors can
help investigators better understand and address the behavior of related individuals.

• Collecting papers that cover work with experts: Depending on the nature of the
behavior, it may be helpful to consult with experts in fields such as psychology,
sociology, or criminology to better understand the behavior and how to address it.
Ultimately, the most effective approach to investigating antisocial behavior will often
involve a combination of these methods, tailored to the specific circumstances of the
situation.

Within this unit, the first research question is addressed by covering the historical
development of antisocial behavior on maps and literature that can be related to this
research question. In modern times, with the advent of larger, more anonymous societies,
it may be easier for some people to engage in antisocial behavior without facing the same
consequences as in a smaller community. However, there are still social norms and values
that govern behavior in modern societies, and people who engage in antisocial behavior
can still face consequences such as legal sanctions or social ostracism.

1.2. Evidence Gathering from Various Articles

In some research studies, the issue of collecting evidence in online discussions is
examined; [1] divides the task into two parts: (1) identify a hostility factor that may
increase if some subsequent comments are hostile to a given series of neutral remarks
in a conversation, and (2) determine whether the first hostile comment in a discussion
will lead to increasing hostility in subsequent comments given the first hostile comment
in a discussion. A corpus of more than 30 K Instagram comments annotated from over
1100 posts was used to assess the strategy [1].
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There is an interesting study in this area that compares the prevalence of young adult
homelessness in Washington State, USA, with Victoria, Australia, using state representative
samples from the International Youth Development Study (IYDS; n = 1945, 53% female).
Based on the insights gained from this work, [2] discuss the implications and considerations
for the OMHC proposal.

1.3. Finding Studies Interviewing Witnesses or Suspects

In addition, marked antisocial behavior creates opposite emotional poles in people. A
study published in [3] found that a mass shooting had a positive and statistically significant
effect on prosocial behavior that was measured mainly by monetary contributions. As
a social system model, ref. [4] examines targeted interventions to combat cheating and
antisocial behavior in online communities, schools, organizations, and sports to stop
cheating and antisocial behavior in general. As online information is being consumed more
widely, fake news has become a worldwide phenomenon. Thus, ref. [5] aims to analyze the
concept of disinformation through fake news and its implications and consequences, in
order to provoke reflections on it and its discursive appropriation.

The paper [6] proposes a demonstration of fake news detection using content-based
highlighting and machine learning (ML) computations. Likewise, ref. [7] appears to be an
unpaid programmed placement of fake news demonstrated on the basis of deep geometric
models. Meanwhile [8] presents a controllable content creation demo called “Grover”. The
audit [9] article presents a comprehensive diagram of the latest discoveries in fake news.
Based on these findings, ref. [10] can recommend preventive measures (that is, mindfulness
methodologies) to combat the spread of fake news in Nigeria. Driven by the victory of
causal inference, [11] design an unused evidence-based propensity detection system for
fake news.

According to [12], one of the common reasons for the cyberbullying of other users is
one of the frequent motives for the dissemination of fake news. Early diagnosis is crucial
from a prevention perspective since different antisocial behaviors complement each other.

Therefore, we deal with the detection that we defined in the third research question.
Here, we use the latest knowledge from various scientific fields and transform it into a
functional model.

They used a natural experiment in [13] that occurs in 200,000 messages from 7000 on-
line mental health conversations to evaluate the effects of moderation on online mental
health discussions. For illustration, the gap-filling article is [14] and fills an investigative
crevice by collecting and explaining a huge dataset of more than 40 million tweets related
to COVID-19. The examination of collected information that agrees with the built-up classi-
fications of trolling-like behavior [15] presents a conversational examination of trolling-like
collaboration techniques that disturb online discourses. Since clients in these communities
regularly stay in the standard and periphery stages, reserved behavior can carry over to
most stages. Online stages face a duty to keep their communities gracious and aware.

The authors of [16] think about this possible spillover by analyzing about 70,000 clients
from three prohibited communities that moved to the periphery stages. They tried the
coordinate reaction in [17], where they considered a specific kind of trolling, which is
conducted by asking a provocative question on a community question-answer site. As
of now, Wikipedia contains a human-driven preparation in place to distinguish online
mishandling. Here, however, ref. [18] proposes a system for understanding and uncovering
this mishandling within the English Wikipedia community.

All of this adds up to the visible results of [19] that the spread of fake news is more
likely to depend on emotions that can be measured. The main reason for the analysis of
emotions can be reflected in a better understanding of the state and situation within which
certain reactions can be expected. The logical reaction of an ordinary user is to respond to
another user’s provocative message and copy the behavior of the crowd. In the end, this
can manifest itself in the emergence of conflicting opinions, leading to mutual polemics
and a deepening of the conflict of opinion.
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1.4. Collecting Papers That Cover Work with Experts

On the basis of the second defined question and research in the literature, we managed
to collect the following information about the influence of emotions on the emergence.
We can observe the presentation [20] of the findings of a national online study of self-
administered IBSA throughout life in Australia (n = 4053), focusing on the degree, nature,
and implementation indicators. The authors of [21] argue that the community should
make three essential changes: (1) expand the scope of problems to handle more subtle
and real forms of mistreatment, and (2) create proactive advances that prevent or prevent
mistreatment. Sometimes it hurts recently, and (3) reframes the effort within the justice
system to develop healthy communities.

The work [22] presents a system that coordinates best-practice approaches from Plan
Science and Community-Based Participatory and Human-Centered Client Involvement
Plan Standards for the reason of (1) guiding community-based, goal-directed software
design and (2) building and evaluating a substance utilization, mishandling, and recupera-
tion program application. We investigate the interrelationships in [23], between legislative
issues and religion, resistance, and the social media community through the case ponder
#EmptyThePews. In inquiries centered on a portion of the field of wellbeing, ref. [24]
looked to characterize and obtain the convergences between the concept of computerized
enclaves and online liquor abuse to bolster communities. The talk in [25] is approximately
the part of modeling the client and the online community within the discovery of misuses.
This paper highlights how the community setting can improve the classification that occurs
within the discovery of damaging dialect [26,27].

1.5. Contributions and Novelty

Science can be used to study antisocial behavior to gain a deeper understanding
and develop more effective interventions to address it. These contributions to a scientific
understanding of antisocial behavior can come from a variety of sources, including research
studies, theoretical papers, and case reports. Antisocial behavior research can be considered
novel if it advances our understanding of the causes or consequences of such behavior.

An example of a novel study would be one that identifies a previously unknown risk
factor for antisocial behavior. In the same way, if a new intervention reduces antisocial
behavior significantly more effectively than existing ones, it could be considered a novel
intervention. Another way to consider antisocial behavior research as a novel approach
is to adopt a fresh or innovative approach to studying the subject. For example, a study
that employs a new research design or data analysis method could be considered novel. In
general, contributions and novelty in the scientific study of antisocial behavior can originate
from various sources and may involve advances in our understanding of the behavior or
novel approaches to its investigation.

What we consider to be a certain new contribution and novelty within this are the
following:

1. One of the contributions we consider relevant is presented in the form of processed
and existing datasets, which lays a better foundation for future researchers in this
field.

2. A post describing the production process and the result is a fake news factory. Since
this world is hidden, it is advisable to learn from its workings for the possibilities of
more effective detection methods.

3. Starting a discussion in society and creating a good basis for the identification of
potential distortions and ways to solve them.

2. Materials and Methods

The foundation for the research approach will be the application of the research
questions and the processing of the obtained data that is public in nature and is accessible
for research purposes under applicable licenses. The initial author of the cited desired
sources is credited for using the FakeNewsNet source dataset under the CC-BY license.
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According to the “open source” concept, the author shares the source code for updating
the data, which can then be utilized with the original source cited. The included sample
uses experimental studies that test factors that influence the ability of users to recognize
fake news, their likelihood of trusting it, or their intention to engage with such content.
Based on the scoping review methodology, the authors then collated and summarized the
available evidence using a conceptual analysis method. There are a number of criteria that
can be used to identify false news or other forms of misleading or false information. Some
potential criteria will include the following (schematic representation in Figure 1):

Figure 1. Methodology of research. Source: author’s contribution.

• Conceptual analysis: This can be a useful method for examining and evaluating
the concepts of fake news and antisocial behavior. Here are some steps that could
be involved in using a conceptual analysis to study these concepts. To identify the
concept or concepts to be analyzed in this case, the concepts of fake news and antisocial
behavior will be the focus of the analysis.

• Define the concepts: This would involve providing clear and precise definitions of
fake news and antisocial behavior, taking into account the various ways in which
these concepts are used and the different contexts in which they may be applied.

• Examine the relationships of concepts with other concepts: This would involve ex-
ploring how fake news and antisocial behavior relate to other concepts such as media
literacy, critical thinking, and social norms.

• Evaluate the concepts: This would involve evaluating the strengths and limitations of
the concepts of fake news and antisocial behavior, considering whether they are useful
or appropriate in the context of understanding and addressing these phenomena.

• Lack of credibility: Fake news is often published by sources that lack credibility, such
as websites that have a history of publishing false or misleading information.

• Lack of evidence: Fake news is often not supported by evidence or relies on weak or
fabricated evidence to support its claim.
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• Biased or slanted: Fake news is often biased or tilted in a way that is designed to
appeal to the emotions or biases of the reader.

• Disinformation: Fake news may be intentionally created and disseminated to mislead
or manipulate public opinion.

• Inconsistencies: Fake news may contain inconsistencies or contradictions that call its
veracity into question. It is essential to be critical of the news and to fact-check the
information before sharing it to help reduce the spread of fake news.

2.1. Selection Criteria

We utilized numerous databases and search engines on the Internet to obtain better
results in finding scholarly sources utilizing keywords in the following sources: Google
Scholar, JSTOR, Scopus, Web of Science, and ProQuest are just a few examples. These
resources allow us to search for and filter papers, books, conferences, and other sources on
a wide range of subjects.

The conducted research will be within these research types:

• Historical research: This involves the study of past events or phenomena using sources
such as primary research documents or newspapers.

• Case study: This will involve an in-depth examination of a specific existing case or
instance, often with the goal of understanding a broader phenomenon.

• Qualitative research: This involves collecting and analyzing data in the form of words,
images, or sounds, often with the goal of understanding the meaning or experiences
of individuals or groups.

2.2. Keywords

During our investigation, we have used some of the following keywords:

• Antisocial behavior and chemical influences;
• Community abuse and misuse of fake news that manifests itself in anti-social behavior;
• Fake news and its appearance in different industries;
• Online communities and the most frequent abuses.

2.3. Questions

There are numerous different methodologies that can be used to collect specific infor-
mation on the research topic itself. In this regard, we want to use research questions to
clearly guide the course of this study. As a result, we have defined specific questions as
a distinct direction for our research. In light of this, we want to seek clarification on the
following questions:

1. What are the historical aspects of the development of news and solving problems in
the past with antisocial behavior?

2. What are the current and historical problems related to the emergence of fake news?
3. How are fake news and antisocial behavior identified in the data collected from the

dataset in modern times?

During research, the limits of the research questions may appear as a direct omission
due to the complexity that is not covered by the currently defined research questions.
The main reason for the appearance of the limiting factor in research questions is the
interconnectedness of research topics with other scientific fields, which may exceed our
professional qualifications. The very realization of this research enables further research
and connections with colleagues in other fields.

3. Traveling and Community Abuse

Within this unit, the second research question is addressed by covering the discussion
of the cross-section of the issue of fake news in connection with fake reviews. Before most
public communication moved to digital means, people were subjected to rumors, political
misinformation, and tactical misinformation [28]. While traveling, people can still address
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and prevent social injustice by studying. We carefully research the laws, traditions, and
potential safety issues associated with abuse in the community before traveling. We make
every effort to observe local laws, customs, and standards while traveling. Keeping cultural
differences in mind will help us avoid taking any actions that could be interpreted as harsh
or harmful.

Assisting others: If we witness community abuse, we should consider speaking out
against it and assisting those affected. If we are mistreated while traveling, we will seek
assistance by contacting local authorities, embassies, or tourist support organizations [28,29].
We should report incidents of community abuse to the appropriate authorities to bring
attention to the problem and prevent it from happening to others. By following these
steps, individuals can help ensure a safe and respectful environment while traveling and
contribute to the resolution of community abuse. Traveling can present new challenges,
but by being aware and taking steps to prevent and address community abuse, people can
help promote a safer and more respectful environment for everyone [29].

3.1. Fake Reviews

Reviews are becoming an increasingly popular source of information for consumers.
However, fake customer reviews that paint a false impression of a product’s quality limit
the usefulness of online ratings. Numerous businesses that operate with this type of
message can be found, mainly in states with lower implementation rates for statutory legal
protection. False reviews can be restricted for a variety of reasons. They could make it
difficult for people to form reliable judgments about other people’s experiences, which
could make choosing items or services difficult. False or fraudulent company reviews
can damage their reputation and cost them sales. There are many techniques to spot fake
reviews and prevent them. Therefore, it is critical to track down fake reviews. In every
business, customer reviews are becoming a more vital source of information. However,
the value of online evaluations is restricted by fake reviews that give a false picture of the
quality of a product. Therefore, it is critical to track down fake reviews. Some tactics include
letting customers report suspicious reviews and using algorithms to spot patterns in reviews
that might indicate that they are fraudulent. Other tactics include requiring reviewers to
confirm that they have actually used the product or service they are evaluating [29].

Booking and travel websites such as rurAllure, booking, and Airbnb, for example, can
stop fraudulent reviews by implementing verification procedures, algorithmic monitoring,
manual reviews, promoting honest evaluations, and swiftly resolving phony reviews. This
safeguards the credibility of your review system and gives customers reliable informa-
tion [29,30].

3.2. Trolling

An antisocial online behavior known as trolling is actively agitating people by inciting
conflict for the “troll’s” own amusement. The purpose of the current study is to examine
the usefulness of narcissistic traits such as agentic, communal, antagonistic, and neurotic.
In addition to the variance described by gender, psychopathy, and sadism, all of this is
used to predict the act of trolling [31].

The act of trolling is the deliberate disruption or annoyance of others online, typically
by posting unpleasant or irrelevant remarks or engaging in other disruptive behaviors.
Trolling can take many different forms, such as posting offensive or controversial content,
starting discussions or flame wars, and harassing or threatening other users. Trolling
can have significant effects, as it can inhibit natural dialogue, develop a hostile online
atmosphere, and spread false or inaccurate information. Different forms of trolling in-
clude spamming (sending a lot of unsolicited or unwelcome messages or content), doxing
(publishing personal information about a person online without their knowledge), and
swatting (making false allegations to law enforcement). Baiting is the practice of publishing
something that is offensive or provocative in order to garner attention or elicit reactions.
These tactics are regularly used by trolls to irritate or bother people online.



Appl. Sci. 2023, 13, 11719 8 of 21

Since the Internet has been around for a while and people have probably been engaged
in disruptive or obnoxious conduct online for almost as long, it is difficult to pinpoint the
precise moment that trolling started. However, the term “trolling” was first introduced to
characterize this kind of activity in the early 1990s and has since gained in popularity [31].

4. Antisocial Behavior

The third research issue is answered by discussing the use of our suggested method,
which is based on the reviewed literature, to identify false news in a sample data set and
antisocial behavior.

Antisocial behavior generally refers to behavior that does not follow the conventions
of acceptable behavior in a given population. In other words, those that most of society
consider unacceptable [32]. Since this issue is multidisciplinary, researchers from different
fields define it differently.

In the work of [33], they examined individual forms of antisocial behavior to find out
if there are any correlations between them. Using a mind map (Figure 2), they were able
to identify individual relationships between forms. Their study explained why a large
number of authors confuse certain forms with others. Schematically, these forms are close
to each other. An important part of this tool is that it helps with basic visualization to help
navigate such a broad topic.

Figure 2. Antisocial behavior diagram. The presented figure is used with the consent of the original
author from the source [33].

Through gradual research, the definition of antisocial behavior is also being devel-
oped [34]. It also varies depending on the region (with changes in the region [35]), and
cultural customs, and a very common component is the influence of the political level and
moods in society. Internal and external factors are also important factors that influence the
development of antisocial behavior. Among the internal ones [36,37], we can include the
influence of the psychological state, mainly in the age of the adolescent [38], or include
external influence, which includes the social status of the individual in the social structure
of society [39,40].

As shown in the mind map (Figure 2), but also by our analysis, there is no uniform
definition of terms in the issue. Individual definitions are often confused in the industry
and often by other researchers. This inconsistency makes it more difficult to compare
individual research in the field.
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For example, the authors of the article [41] have collected at least 12 different defini-
tions of fake news. This makes it even more difficult to single out just one definition. On
this basis, we could compare this research to find that they all together contain a common
feature of all these definitions, that fake news gives the impression of real news and can be
demonstrably false and spread with a certain goal. Frequently, this is a result of a monetary
offering of a particular benefit. This is contrary to misinformation, which is described as
news that looks to be true news but is really based on true news and has been adjusted
to fool, while taking into account the cultural customs of each distribution location. If
disinformation is disseminated with a defined goal in mind, it may grow and become false
news. On the basis of this, definitions from pertinent scientific journals were gathered,
providing a guarantee of professional evaluations in this comprehension of ideas and
distinctions.

Today, when the popularity of social networks continues to grow, the age structure [42]
of potential perpetrators of antisocial acts [39] is also an important influence on develop-
ment. Research has generally estimated correlations between age and the tendency to
believe and act on fake news. The research results [43] show that moderated discussions
can detect a maximum of one post from a user out of 20 that in various ways violates the
community rules of the social network on which they are on. Realistically, in 2020, they
identified 4.28% of posts with antisocial content in discussions that are moderated in some
way. However, most of the content available in the online space does not undergo any or
only minimal control by an actual moderator. Thus, it is likely that the real proportion of
various types of antisocial behavior in the online space is much higher than research shows.

The current knowledge collected from [44] suggests that mathematical models of
pandemic propagation could be used as auxiliary models for the spread of antisocial
behavior. Taking a closer look at the spread of fake news, as well as the spread of a
pandemic, we can observe commonalities. Each has its focus and spreads through contact,
and in the case of a fake message, through the contact of users in the online space.

4.1. Community Abuse

A variety of damaging and antisocial acts that negatively affect a community are called
“community abuse”. Violence, vandalism, harassment, bullying, and other aggressive
behaviors fall into this category. As long as human communities have existed, the idea of
community abuse and antisocial behavior has probably been around. People have battled
with the negative and destructive conduct of some members of their societies throughout
history and have sought solutions. The complicated and multifaceted issue of community
abuse and antisocial behavior requires a comprehensive and well-coordinated approach.
The following are some of the techniques that have been used to address the issues that law
enforcement has: This involves the employment of the criminal justice system and police
to hold offenders responsible for their deeds and discourage others from repeating them.
Social assistance entails offering assistance and services to people in danger of misbehavior,
as well as to those who have been harmed by it in the community [26].

Economic and environmental design involves taking into account how physical envi-
ronments and communities can exacerbate or lessen the likelihood of abuse and antisocial
behavior in the community. It is crucial to remember that no one approach will be sufficient
to deal with all instances of antisocial and community abuse. The most efficient method
of minimizing and eliminating these hazardous habits is probably to take a thorough and
individualized approach that takes into account the unique requirements and conditions of
each community [26,27].

4.2. Fake and Biased News

Historically, the concept of fake news has evolved [45]. Its origin can be traced back
to the distant past, but scientists began to deal with it only in the 20th century. Observing
the rapid development of computing technology, we can see their connection with the
increase in the number of fake news reports. A social investigation [46] was conducted
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among students (15–18 years of age), where the level of willingness to believe fake news
was determined. The belief was tested using the Altemeyer test. Research [47] showed the
possibility of a correlation between the education research conducted and the willingness
to verify a false report. The authors argue that there is a relationship between the quality of
education in individual countries and the willingness to believe and spread fake news. The
division (into five groups or clusters) can be seen in Figure 3.

Figure 3. Cluster division according to the Open Society Institute. The presented figure is used with
the consent of the original author from the source: [47].

The propagation of incorrect or deceptive material masquerading as legitimate news
or fake news has probably existed throughout human history. However, the phrase “fake
news” has been recently used more frequently, especially in light of the development of
social networks and the proliferation of online news sources. Email chain letters and other
online disinformation were the primary means by which fake news was disseminated in
the early days of the Internet. The growth of social networks has made it easier for fake
news to spread quickly and widely, as individuals can easily share information with the
networks of their followers with only a few clicks. This has raised concerns about the
potential harm that false news could have on how the public perceives events and topics,
as well as on democracy and public dialogue in general [5].

Fake news can be difficult to detect, as it is often designed to look like real news and be
widely shared on social media and other platforms. One way fake news can be identified
is through fact-checking, where information is carefully checked against multiple reliable
sources to determine its accuracy. Media literacy education, which helps people become
more critical consumers of information, can also help reduce the spread of fake news. There
are several strategies to help stop the spread of false information. Fake or biased news
can be produced and spread for a variety of reasons. The following are some potential
explanations [8,10,11]:
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• Profit: In some cases, fake or biased news may be created and distributed to generate
profits through advertising or other means.

• Influence: Fake or biased news can be created and disseminated to influence public
opinion or decision making.

• Misinformation: Fake or biased news can be created and disseminated accidentally,
due to a lack of fact checking or the spread of misinformation.

• Personal or political gain: Fake, false, or biased news can be created and spread to
advance personal or political agendas. Attention: Fake or biased news may be created
and disseminated to generate attention or create a sensation. Fake or biased news can
have serious consequences, as it can distort the public’s understanding of events and
issues and undermine trust in journalism and other sources of information.

• Fact-checking: Careful checking of information against multiple reliable sources can
help identify fake news and reduce its spread.

• Media literacy education: Teaching people how to critically evaluate the information
they encounter can help reduce the spread of fake news.

• Encouraging Critical Thinking: Encouraging people to think critically about the
information they encounter, rather than blindly accepting it, can help reduce the
spread of fake news.

• Promoting credible sources: Highlighting and promoting credible sources of informa-
tion can help counteract the spread of fake news.

• Addressing underlying factors: Addressing the underlying factors that contribute
to the spread of fake news, such as a lack of trust in journalism or the desire for
sensationalized or biased information, can also be helpful in preventing the spread of
fake news.

Understanding the context of fake news in the text in question is also crucial to spotting
fake news [48]. Users share false information with other users marked with harmfulness,
and the method used should not mark this text as spreading fake news, as it is the opposite.
When identifying a fake message, we must also take into account the context of the message,
the spreader’s knowledge of its falsity, and the goal that he wants to achieve by spreading it.
This creates a more complex picture of a multidisciplinary problem that requires a solution
with the cooperation of scientific forces from areas such as computer science, mathematics,
sociology, psychology, medicine, forensic analysis, and education.

5. Results

The collected results within this work should show the process of collecting and
processing data for the purposes of detection with the presentation of actualizations and
links within the data. A detection of such messages is important in every area of human life.
However, where it has a societal impact is in the area of political struggle. The appropriate
use of false news by a politician at the right moment can reverse the results of an election,
and thus affect the overall social mood.

5.1. Detection Methods Currently Available

Historically, each site that published textual content had its moderator. As the first, it
was most often the author of the website who could delete any content, even from other
users. However, with increasing content, such interventions by individuals are beyond the
realistic possibility of processing by individuals. That is why they began to switch to the
possibilities of cooperating moderators or the application of artificial intelligence to the
detection of various forms of antisocial behavior. Currently, we can encounter three basic
forms of detection from the point of view of their processing, and it can be presented in the
following units:

• Administrator/moderator—the modification of content on social networks is the best
way to detect inappropriate content, as automatic detection is not 100% successful.
However, the pressure that is exerted on the personality still remains a problem. These
moderators develop psychological problems as they encounter the worst content on



Appl. Sci. 2023, 13, 11719 12 of 21

these social networks. One of the many is the case study [49], in which the authors
examine the impact of harmful content on moderators of social networks. According
to other studies, the content is so harmful that the psychological damage to the
moderators can be compared to post-traumatic stress in military personnel deployed
in real combat.

• Semi-automatic—this approach is a combination of an approach with the use of an
individual as a moderator and a fully automated method of detection. It is necessary
to look for an optimal solution between the number of moderators of potentially ob-
jectionable content and the automation implemented due to limited human resources,
as [50] also informs. Another problem is that exposure to such a large amount of
potentially harmful content leads to the possibility of acquiring posttraumatic stress
disorder, according to psychologists. This was identified in soldiers deployed in
combat conditions. Therefore, it is recommended to use a combination of these two
approaches. However, the search for an optimal combination of these two worlds is
the subject of further research.

• Automatic check using algorithms—finding the ideal detection algorithm has been
the subject of extensive research by a large number of scientists. However, it often
happens that the detection is successful from a percentage point of view. However,
the problem arises when calculating the other Evaluation Matrix. The representative
of the work with correctly stated statistics during detection is [51]. By expanding this
approach to include the part of obtaining content from the online space in the form
of unstructured text and subsequent detection, works try to look at the issue more
comprehensively. A representative of such work is, for example, the work [52], in
which the authors created the MonAnt system.

5.2. Dataset Collection and Analysis

The identification of the policy area was a key criterion for selecting an appropriate
dataset for the study, as this is where various types of antisocial conduct are used. Com-
munity abuse occurs most often in this area, but fake news also occurs, i.e., the two basic
parts that we focus on in the analysis. The second criterion was to require the dataset to be
from social networks, preferably from different social networks. Another criterion was the
requirement for a labeled dataset.

Subsequently, we decided on the FakeNewsNet dataset also used in [53]. The dataset
contains fake and real news data obtained from the political fact-checking site PolitiFact [54]
and the site GossipCop. The dataset contains more than 23,000 messages evaluated accord-
ing to the binary classification of fake and real news.

As we can observe in Table 1, the overall representation of individual types is largely
unbalanced. In our research, we focus on analyzing headlines and their comparison with
individual types of news. In previous work [55], we identified a defined hypothesis that
in the case of fake news, the headline of the article is more important than its content. As
an example, they cited a case where only the title was changed in the article, but the text
remained exactly the same. Therefore, in the experimental part, we focus on title analysis
and on the possibility of detecting the possibility of fake news with such an analysis.
Confirming this would reduce the amount of text needed to identify a suspicious message.
This would result in a significant acceleration of detection in terms of the need to test a
smaller amount of data, as well as financial savings. With the same amount of available
hardware, it would be possible to detect a larger amount of data and make more efficient
use of the available raw computing capacity.
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Table 1. Number of reports of real and fake news of the FakeNewsNet repository. Source: author’s
contribution.

Real Fake

PolitiFact 624 432
GossipCop 16,817 5323

With all records from the entire FakeNewsNet dataset, we managed to identify only
1536 messages that did not contain a URL link to the source data from which the authors of
the messages drew, which is 6.62%.

5.3. Data Preprocessing

The initial stage of our processing in Table 2 was to eliminate stop words, which are
words that do not carry relevant information that we need to process. We used a list of
English stop words from the standard Python library corpus NLTK [56].

Table 2. The procedure for analyzing the text of headings. Source: author’s contribution.

Procedure Example Real Example Fake

Original title text
“Donald Trump exaggerates

when he says China has ‘total
control’ over North Korea”

“Barack Obama Tweets SICK
Attack On John McCain, Says

He Should Have Died”

Removing stop words
“Donald Trump exaggerates

says China ‘total control’
North Korea”

“Barack Obama Tweets SICK
Attack On John McCain, Says

He Should Have Died”

Stemming
“donald trump exagger say
china ‘total control’ north

korea”

“barack obama tweet sick
attack on john mccain, say he

should have die”

Summary “says china has ‘total control’
of North Korea”

“Barack Obama tweets sick
attack on john mccain, says”

Rating ‘neg’: 0.0, ’neu’: 1.0, ‘pos’: 0.0,
‘compound’: 0.0

‘neg’: 0.507, ‘neu’: 0.493, ‘pos’:
0.0, ‘compound’: −0.8834

The result Neutral Sentence Negative Sentence

The text of the post title is made up of meaningful words that carry information.
However, these words are in different forms, as they were used in the source text, and
therefore it is necessary to find the stem of the word for its subsequent analysis. This step
in NLP analysis is called Stemming, for which we used the “PorterStemmer()” function
from the NLTK library. An example of stemming is given in the work of [57] on the word
stem “like”, which he presents in the equation:

{like− s, like− d, like− ly, lik(e)− ing} → like + 0 (1)

Subsequently, we used elements of artificial intelligence that inspired us in the
article [58–60]. A text dataset from the CNN Daily Mail that had been specially modi-
fied was used to train the BERT model. We employ a trained BERT model, which extracts
data from the text under analysis and condenses its content to the necessary number of
words. In this manner, we condensed our summary to a maximum of 16 words. When the
title was longer, we used this length. We considered the original title text when the title
was less than 16 words long. We translated all the analyzed using the “GoogleTranslator()”
function [61], as we found that some messages are written in Chinese and other languages.
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5.4. Classification

In the subsequent analysis, we shifted part of the report in the dataset from the
PolitiFact pages because they meet the original assumptions that we chose for the study.
When calculating the sentiment rating, we used the VADER dictionary (the Valence Aware
Dictionary and the sEntiment Reasoner), which was used, for example, in the work of [62].
We used a sentiment analysis based on the function “SentimentIntensityAnalyzer()” and
“polarity_scores()” and gave us the overall polarity of each heading. We then visualized
this polarity using a projection into the ternary graph.

Real news from the FakeNewsNetpolitifact dataset: We may infer that the projection of
different sentiment components is shown on the axis with values for neutral sentiment from
the graph of actual news from the PolitiFact website that was included in the FakeNewsNet
dataset, which we can observe below. This demonstrates that actual political news is
presented in a neutral emotional tone. This finding assumes a number of papers that
we came across while conducting our investigation. The ternary graph displays the three
normalized basic emotions present in each post in a three-to-one ratio. Individual emotional
values range from 0 to 1, creating a scale where 1 denotes the presence of the normalized
emotion to its full extent and 0 denotes the minimal or absence of the provided emotion in
the message title. The projected normalized values of each individual’s emotional state are
represented by the resulting point in the ternary graph (Figure 4).

(a) (b)
Figure 4. The result of using sentiment intensity values in FakeNewsNetpolitifact by emotion. (a) Real
News in FakeNewsNetpolitifact by emotion and shows the distribution of basic emotions in real
news. (b) Fake News in FakeNewsNetpolitifact by emotion and shows the distribution of basic
emotions in fake news from the field of political news. Source: author’s contribution.

However, if we take the last component from the sentiment analysis (compound), we
get slightly more imprecise results, which are specifically presented in Table 3:

Table 3. Result using compound value in Real News FakeNewsNetpolitifact.

Positive Neutral Negative

Real PolitiFact 72 462 90

Fake news from the FakeNewsNetpolitifact dataset: When analyzing the intensity of
the sentiment using the positive, neutral, and negative components of the sentiment, we
obtained the following graph. It can be observed from the graph that practically every
headline from the Fake News political report has an emotional component with a certain
intensity of negative emotion.

However, if we use the last component of the sentiment analysis (compound), we
obtain somewhat less accurate results, presented in Table 4:
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Table 4. Result using a compound value in Fake News FakeNewsNetpolitifact. Source: author’s
contribution.

Positive Neutral Negative

Fake PolitiFact 76 165 191

5.5. Evaluation Matrix

For the purposes of calculating the Evaluation Matrix, we used the following attribute
standards presented in Table 5, such as Accuracy, Precision, Recall, and F1-Score. We define
the calculation of these attributes in the equations below. The metrics used are True Positive
(TP), True Negative (TN), False Positive (FP), and False Negative (FN). If we correctly
identified the type of result in the classification in the input dataset, we considered the
message title as True Positive. If the calculation was on the opposite side of the sentiment
spectrum, we considered such a headline to be misidentified, and flagged it as a False
Positive.

accuracy =
TP + TN

TN + FP + TP + FN
(2)

precision =
TP

FP + TP
(3)

recall =
TP

FN + FP
(4)

F1 = 2(
recall · precision

recall + precision
) (5)

Table 5. Evaluation Matrix values obtained using metrics for Real and Fake PolitiFact.

Accuracy Precision Recall F1-Score

Real PolitiFact 0.74038 0.87 0.85 0.86

Fake PolitiFact 0.44213 0.54 0.79 0.64

5.6. Impact of Fake News and Statistical NLP

According to [63], the projected volume of annual NLP analytics’ spending is expected
to grow to a total of USD 3.7 billion in 2027. With such a large amount of expenses, the spent
funds must be used optimally. This can be achieved, for example, by using a multilingual
language model that does not require a repeated optimization phase. An important part is
also the collection and evaluation of sensitive data, which partially or completely prevents
the correct statistical evaluation of the texts in the dataset. To reduce the necessary costs
for the statistical evaluation of NLP methods, it would be appropriate to create a uniform
structure and a methodically correct evaluation procedure, which would be implemented
once, for all processes. Thus, it is possible to reduce costs by the methods used and by
individual users. At the same time, an objective comparison of individual research is
possible.

The results of this study’s experimental portion still need to be confirmed using
considerably larger data samples collected from various social networking sites for various
languages and regions within specific countries, to check the influence of specific factors
on the advised method. It would be prudent to confirm the suggested cure at various time
intervals to reduce the likelihood that ongoing political disputes will have an impact on
news discourse.

The objective of this research is to highlight the historical characteristics, issues, and
potentials of recognizing false news as one of the types of antisocial behavior in light of
how it interacts with other types. The problem of this behavior is more relevant as the
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longer the time spent on social networks increases. At the same time, social networks are
becoming the exclusive source of news for a certain group of the population.

6. Limitations of the Study

Every research study has its limits and, when reached, its results become debatable.
In the case of our research study, method limitations are mainly problems of the size of
the examined sample. To draw universally valid conclusions, it is necessary to transfer
the proposed method from this article to other datasets, verify the procedure on these
datasets, and evaluate the results. The last test is real deployment and verification in
practice with real conditions. A limitation of a large amount of research in the field of NLP
is the use of multiple languages in the analyzed data. We minimized this limitation with a
single-machine translation into English, for which most available tools are optimized. We
hope that by gradually removing these limits, we will achieve even more robust research,
as well as achieve better results according to individual metrics in the future.

7. Discussion

Community abuse can be addressed with a variety of individual and communal efforts.
Education and raising awareness about the dangers of overuse are critical in preventing
it. Strong policies must be in place, with implications for those who abuse them, and
must be rigorously implemented. Victim recovery and a sense of security can be aided
by options such as counseling and legal assistance. Empowering marginalized groups by
tackling the main causes of abuse, such as prejudice and discrimination, could minimize
their vulnerability to mistreatment. Combating community abuse is an ongoing process
that involves the commitment and work of all those affected.

Based on the defined questions, we obtained the following results:

7.1. RQ 1

From the overview of different forms of antisocial behavior, we identified and analyzed
an interesting correlation between the extent of the impact and the rate of spreading the
news of the individual forms of behavior. In previous research works, the authors focused
primarily on the ways in which antisocial behavior is spread from a time point of view.
Most people feel that today is the age of misinformation and other forms of such behavior.
From our analysis, we found that this feeling of news recipients is also increased by the
total amount of information received. In the past, the source of information was mostly
newspapers or oral communication. Today, information can be obtained using the Internet
practically in real-time. There is an information overload, and thus also a subjective feeling
of a greater amount of antisocial content. Due to the originally sought reason for the
increase in the number of types of antisocial behavior, the method of its spread has changed
(new forms of spread have been added). But its amount has remained practically consistent.
In future research, we will focus on higher detection success for this type of behavior. This
information can be used to understand the spread of false or misleading content, but also
to help experts understand new forms of addiction to social networks in combination with
their content, and thus subsequently to set up a more appropriate treatment.

7.2. RQ 2

According to the mind map in [33], the relationship between abused communities and
the spread of fake news is predominantly from the point of view of obtaining personal
benefit (most often financial). Our analysis of the relationship issue showed significant
new knowledge that other reasons appear more often when fake news is transmitted on
social networks. These include, for example, gaining a political advantage at a key moment
(often before an important election), instilling fear in the general population, or making
fun of it. In the analyzed cases, obtaining financial benefit is only a secondary motive for
spreading fake news in the past (which is contained in “Antisocial behavior”). However,
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this finding requires verification in other areas of social topics, since we mainly focused on
the political area.

7.3. RQ 3

According to an earlier analysis by [55], a common way to spread fake news is simply
by changing the title of the article. The content of the article is relatively irrelevant. In
the experimental part of our paper, we aimed to verify this claim and analyzed fake news
headlines from the FakeNewsNet dataset [53,64,65]. The result of our analysis is the finding
that if we use the proposed procedure with the application of artificial intelligence using
the VADER BERT model in combination with the intensity of individual types of sentiment,
we will achieve good results. However, if we also apply their common compound value,
we obtain worse results. This fact deserves further investigation.

7.4. Open Questions

The research field on antisocial behavior is quite extensive; therefore, it was not
possible to capture all the essence of this scientific field in this article. Although the
detection of this type of behavior is extremely important, it is still questionable from the
point of view of our recent research [66]. When we can observe the influence of this type
of behavior on chemical processes in the human brain, this is also a part of our open
questions related to chemical processes and reactions. Even after narrowing the search for
articles in the last five years on this specific topic, we obtained more than the maximum
possible answer of 1000 articles. Based on what we could observe, there are a lot of open
questions, but we will single out some of the questions that we consider interesting for
further research:

1. Is the spread of fake news a conscious process or is it influenced by subconscious
behavior caused by an imbalance of dopamine in the human body?

2. Once a fake news spreader is identified, is it possible to use the evidence found as
forensic evidence to provide admissible evidence for law enforcement?

Other research indicates that even after training users about the harmfulness of such
behavior, they return to it due to the lack of attention shown by the reduced number of
interactions in the online world and the lack of treatment for the resulting addiction. The
research area of this article is highly interconnected with other research areas and, for this
reason, further research is important, and would help to explain future individual open
questions.

8. Conclusions

In our initial investigation, we discovered that community abuse can be harmful to
individuals who may have a lower gestational age. In the future, it can manifest itself in
a variety of ways, including bullying, hate speech, delimitation, and importunity, and it
can have a significant impact on people whose internal and external health is at risk. To
stop it and help those it affects, communities must adopt a “zero tolerance” approach to
abuse and act aggressively. It is impossible to arrive at a general judgment that applies
to all instances of misleading or biased news because each prevalence is distinct and may
have various sources and results. However, it is undeniable that distorted or false news can
have significant effects, such as changing how the public views particular events and ideas
and undermining trust in journalism and other information sources. Therefore, people
must be informed and involved in information generation before participating in it. The
media and other information providers must strive for accuracy and impartiality in their
reporting and take steps to stop the spread of inaccurate or biased information.

In future research, we can recommend checking the degree of correlation between the
content of basic emotions in the text of the post and the title of the article. The amount
in which they would respond to each other would allow future researchers to confirm
or disprove our theory that the title of the social network is more important than the
content of the article. Future studies should focus on improving the suggested method for
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detecting fake news by identifying fundamental emotions in the headlines of stories shared
on social networks. We investigatethe possibility of summarizing the content of the title in
a different way, as a function with an element of artificial intelligence used for maximum
simplification and reduction in potentially possible misunderstandings of the text and
associated negative detection. On the other hand, given the prevalence of false news in
the online environment, action must be taken against those who distribute it, and forensic
proof must be provided to support a just punishment for them within the bounds of the
law and of globally recognized norms. It will be necessary to redefine the methodology
of Big Data interpretation obtained using the tools of OSINT methods. For the analysis of
these data, it is appropriate to create a data lake for the further joint collection of knowledge
about fake news and other forms of antisocial behavior.

One of the conclusions and verifications is reflected in the successful application of
our proposed approach with direct connection and the application of artificial intelligence
of the VADER BERT model with a success rate of 85%. Specific sentiment types were used
to optimize the use of financial and computational resources in the detection of antisocial
behavior elements on social networks with a positive detection result of 79% recall. On
the basis of this, it can be concluded that compliance with the proposed procedure was
successfully verified. Perhaps the main outcome of this study is the need to initiate a
discussion and an open discourse on a number of levels. Although face-to-face interaction
and interactive learning remain the best forms of communication, the rise of social networks
has raised concerns about the potential harm that fake news could do to democracy and
public discourse in general, as well as to the general public’s awareness of events and issues.
We anticipate that young people will engage in more public discourse in the future and
we believe that inspiration can be obtained by reading this article and continuing further
research in this area.
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