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Abstract: Deep learning approaches require a large amount of data to be transferred to centralized
entities. However, this is often not a feasible option in healthcare, as it raises privacy concerns
over sharing sensitive information. Federated Learning (FL) aims to address this issue by allowing
machine learning without transferring the data to a centralized entity. FL has shown great potential
to ensure privacy in digital healthcare while maintaining performance. Despite this, there is a lack
of research on the impact of different types of data heterogeneity on the results. In this study, we
research the robustness of various FL strategies on different data distributions and data quality for
glaucoma diagnosis using retinal fundus images. We use RetinaQualEvaluator to generate quality
labels for the datasets and then a data distributor to achieve our desired distributions. Finally, we
evaluate the performance of the different strategies on local data and an independent test dataset.
We observe that federated learning shows the potential to enable high-performance models without
compromising sensitive data. Furthermore, we infer that FedProx is more suitable to scenarios
where the distributions and quality of the data of the participating clients is diverse with less
communication cost.

Keywords: federated learning; image processing; fundus images; retina quality; glaucoma

1. Introduction

In digital healthcare, machine learning and, more specifically, deep learning (DL)
models have seen growth in their descriptive and predictive capabilities. DL models,
particularly convolutional neural networks, have been widely explored for medical imaging
to process and analyze various imaging techniques, such as MRI [1], CT scans [2], X-
rays [3] and ultrasounds [4]. Physicians use these images to detect and diagnose numerous
diseases like cancer and cardiovascular and eye diseases. In ophthalmology, retinal fundus
photography (RFP) and, more recently, optical coherence tomography (OCT) are used to
screen for the main eye diseases—diabetic retinopathy, glaucoma and age-related macular
degeneration [5]. The vast amount of data and the diversity of the diseases make it
difficult for physicians to analyse the images manually. Therefore, developing these ML
models has become increasingly important for assisting physicians and improving the
diagnosis process.

However, DL models rely on access to a large amount of data, often centralized, which
is not always feasible. Hospitals and institutions must comply with the General Data
Protection Regulation (GDPR) and other privacy regulations, which restrict the sharing
of patient data [6]. Additionally, approval by institutional review boards is required to
determine to what extent data can be shared with peers, and anonymization of data is often
required. Data anonymization is a complex and time-consuming task and needs to ensure
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that patient identification cannot be obtained from the data. Nevertheless, studies have
already shown the possibility of reconstruction of identification from anonymized data [7],
resulting in a critical liability regarding the privacy of sensitive information. In this context,
there is a need for solutions that enable the development of ML models in a distributed,
privacy-preserving manner.

Federated Learning (FL) is a machine learning paradigm that enables the develop-
ment of ML models in a distributed manner without data sharing. To achieve this, each
federation participant, often called a client, trains a model on its local data. Afterwards,
each client sends the model weights to a central server, which aggregates the various
local models received from the clients to generate a global model. For this reason, FL has
been gaining traction in digital healthcare as one of the privacy-preserving methods for
artificial intelligence (AI) in medical applications, as it enables the possibility of training
a model that learns on data from various data centres without requiring any of the data
to leave each data centre’s network. Furthermore, FL can be further complemented with
other privacy-preserving techniques, such as differential privacy [8], which enable a higher
degree of privacy of the sensitive data.

The server uses the FL algorithm or federated strategy to generate the global model,
which combines the clients’ model weights. For example, one possible algorithm is to
perform a weighted average of the clients’ model weights, which denotes the Federated
Average (FedAvg) algorithm [9]. One of the biggest challenges in FL stands on the hetero-
geneity of the clients, which can be caused by differences in the types of data, amounts of
data, quality of data, etc. In this context, FL algorithms must adapt to the heterogeneity
of the clients, and multiple algorithms and variations have been proposed to tackle this
challenge. As such, choosing the FL algorithm is a crucial step that needs to be considered
and depends on the type of heterogeneity present. However, there is a gap in the literature
regarding the extent to which these algorithms are affected by the heterogeneity of the
clients, whether in terms of data distribution, data quality or other factors.

This paper aims to study and analyse (a) the federated approach compared to the
centralized approach; (b) the impact of heterogeneous data, such as different label distribu-
tions and varying data quality, on the performance of federated approaches; and (c) which
FL is the most suitable given the nature of the data and the objective of the model. Various
experiments are conducted in varied settings regarding (i) label distribution on the client’s
local datasets, (ii) data quality of said datasets and (iii) the federated strategy used by the
server to aggregate the models received from the clients. We also evaluate non-federated
approaches to serve as comparison points for the federated approach in order to validate
the results obtained and support the contributions of this work.

The rest of the paper is organized as follows: Section 2 outlines the relevant work
present in the literature; Section 3 provides an overview of the methodology, a description
of all the tools and datasets used, the implementation details of the federated setup and
the experiments that are performed; in Section 4, the results obtained are analysed; this is
followed by a discussion in Section 5. Finally, Section 7 summarizes what was discussed in
this paper and our main conclusions.

2. Related Work

In a setting where data sharing is heavily regulated for ethical and legal reasons,
centralising patient data to develop medically significant machine learning models is
often impossible or has several limitations. FL is one of the approaches to address these
issues. Several studies on FL applied to the medical field have been done. Roth et al. [10]
developed a federated approach to breast density classification using a weighted averaging
strategy (FedAvg) and compared results against locally trained models at each institution.
The federated model obtained better agreement on classifications between institutions
than the models trained on local data. However, the model’s performance is still not in an
acceptable state to be used due to the heterogeneity of the data across the institutions. One
of the possible reasons is the strategy used, as FedAvg assumes uniformly distributed data
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across the institutions. Thus, this research could be complemented with other strategies to
address this issue. Ho et al. [11] apply FL for COVID-19 detection using X-ray images and
information about the symptoms. The authors study the performance of the FL model in
various settings, such as IID and non-IID settings, with varying numbers of participants
and underlying DL models. The authors also combine FL with the differential privacy
method to achieve a more secure system while evaluating model performance trade-offs.
FL has also been applied to brain tumour segmentation [12,13]. Sheller et al. [13] evaluate
the performance of FL comparatively to a data-sharing centralized approach and other
collaborative ML approaches. In their work, the authors show the potential of FL over other
collaborative ML approaches in a real-world setting. Similarly, Li et al. [12] also evaluated
the performance of FL comparatively to a centralized approach. Furthermore, the authors
study the impact of the percentage of the model shared on the performance.

In ophthalmology, Lo et al. [14] evaluate the performance of FL for microvasculature
segmentation and diabetic retinopathy detection using OCT and OCTA en face images.
The authors study and validate the potential of FL to adapt to settings with a small amount
of data available across clients. FL has also been applied to RFP [15–18]. Lu et al. [17]
evaluate the performance of FL compared to centralized learning for detecting retinopathy
of prematurity (ROP) using fundus images. In the same domain, Hanif et al. [18] propose
an FL approach that generates the diagnosis’s vascular severity score (VSS). The authors
studied the variations in the VSS for the different categories of ROP. In this study, the authors
found significant differences in the severity scores between the early stage and the advanced
stage of ROP despite not showing any variance when comparing the intermediate stage
with the advanced stage.

Nielsen et al. [16] investigate the vulnerability of FL to gradient inversion attacks.
These attacks exploit the fact that gradients carry some information about the data that
influenced their calculation, and manipulation of the model’s input can enable the extraction
of information regarding the training data. In the paper, the authors evaluate the possibility
of such attacks for reconstructing RFP images from an FL model used to classify diabetic
retinopathy. The authors show the possibility of reconstructing clinical features to identify
an individual from gradient information transmitted during the federation.

While these studies provide a great foundation for the potential of FL in heterogeneous
environments for medical imaging, several challenges still need to be addressed. First,
the performance of DL models trained on local data is often not inferior to that of FL
models. This presents a drawback to adopting FL, as institutions may not benefit from
the collaboration, namely participants with large amounts of high-quality data, especially
regarding the potential leakage of sensitive information via the FL model. Furthermore,
there is a gap in the literature on the impact of bad-quality participants and how to restrict
them from the FL process.

3. Materials and Methods
3.1. Overview

In this study, we developed a horizontal cross-silo federated learning approach applied
to glaucoma screening from fundus images with three independent clients. This is an
approach where the clients have the same feature space but with different data samples
(horizontal) and where each client has greater computational power and larger amounts of
data (cross-silo). This approach can be applied to scenarios that aim to represent real-world
institutions with varying data distributions (here, this term refers to how the data are
distributed across the clients, not statistical distribution). The methodology can be divided
into two main modules: (i) Data Preparation and Distribution: information about the data
from a collection of datasets is gathered and then distributed to different clients for the
federated setup and (ii) Federated Setup: where multiple strategies for model aggregation
are evaluated. Figure 1 represents, in a compact form, our methodology process.
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Figure 1. Architecture diagram for the methodology proposed.

In the following sections, we provide more details of each module.

3.2. Data Preparation and Distribution

For our study, we used a collection of public datasets with varying regions of collection,
equipment used, image quality and position of eye structures: ORIGA [19], REFUGE [20],
GAMMA [21], Drishti [22] and EyePACS AIROGS [23]. The image quality labels for the
datasets were then inferred using the RetinaQualEvaluator model Leonardo et al. [24],
which attributes a label of “Reject”, “Usable” or “Good” to each sample.

Due to the size of AIROGS compared to the remaining datasets (containing 98.4% of
the data), in this study, this dataset is only used to complement the other datasets to form
the different experiments. After distribution, the samples that remain from the AIROGS
dataset are then used to compose an additional dataset to serve as an independent test
dataset for the federated setting. As such, a data distributor component was developed
to combine one or more base datasets (excluding AIROGS). Afterwards, the distributor
uses the AIROGS dataset to complement the base datasets to achieve a target label and
quality distribution, noting that data from the complementary dataset cannot be repeated
across clients.

Using this distributor, we formed two data distributions for each client in the follow-
ing manner:

1. In the first distribution, which we label “Dataset Heavily Diverse (Dataset-HD)”,
we aim to study the effect of heavily heterogeneous clients on the performance of
the federated approach. To achieve such, all clients have different label and quality
distributions: (a) Client 1’s dataset comprises mostly negative cases (80%) and high-
quality images; (b) Client 2’s dataset has an even label distribution (50%) and medium-
quality images; (c) Client 3’s dataset serves as the polar opposite of Client 1, mainly
comprising positive cases (80%) and lower-quality images.

2. For the second distribution, which we label “Dataset Quality Diverse (Dataset-QD)”,
we aim to study the effect of different data quality distributions across the clients
while following a real-world distribution of glaucomatous cases. For such, we follow
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the glaucoma incidence observed in screening clinics [25], where around 20% of the
adults suffer from glaucoma or are suspects. As such, all clients’ distributions contain
80% of the cases being negative, while the data quality distribution remains similar to
that of the first distribution.

Client 1’s dataset is the same in both distributions and is used as a common comparison
point between the two experiments. Table 1 presents the distributions and the datasets
forming each client’s data.

Table 1. Data distribution parameters across the different clients.

Target
Dataset

Dataset Base
Dataset

Complementary
Dataset

Target
Samples

Target
Negative Labels

Target
Positive Labels

Client 1
Dataset

Dataset-HD REFUGE EyePACS AIROGS 2000 80% 20%
Dataset-QD REFUGE EyePACS AIROGS 2000 80% 20%

Client 2
Dataset

Dataset-HD ORIGA + GAMMA EyePACS AIROGS 2000 50% 50%
Dataset-QD ORIGA + GAMMA EyePACS AIROGS 2000 80% 20%

Client 3
Dataset

Dataset-HD Drishti EyePACS AIROGS 2000 20% 80%
Dataset-QD Drishti EyePACS AIROGS 2000 80% 20%

Outsider
Dataset

Dataset-HD EyePACS AIROGS - - 50% 50%
Dataset-QD EyePACS AIROGS - - 50% 50%

3.3. Federated Setup

The federated setup comprises three identical Jetson AGX Xavier setups representing
the three independent institutions in the federated network. The server of the federated
network is also an institution independent from the three clients above. However, due
to restrictions on the network, one of the Jetsons had to act as both a server and a client.
Despite the restriction, this does not hinder any performance of the machine, and the server
and client running on the same machine are still treated as independent processes.

Each client only has access to its dataset located on the Jetson and has no access or
information regarding any other clients’ datasets. The server, meanwhile, has no access to
any information on any of the clients’ datasets other than any information communicated
during federation, such as the number of samples trained. The model trained on each
client is also only available to the client itself, and only the model weights, either totally or
partially depending on the federated strategy, are shared with the server.

For the model training, each dataset was divided into three splits: training (60%),
validation (20%) and test (20%). The model developed by Leonardo et al. [24] serves as the
baseline and initiation model for the federated setup. The federation was implemented
using Flower (https://flower.dev/ accessed on 22 October 2023) as the backend framework
responsible for the communication protocols between the server and the clients, which
is started by our API. In this study, we experimented with various federated strategies:
FedAvg [9], FedSGD [9], FedProx [26], FedBN [27] and FedYogi [28]. The first two strategies
are part of one of the initial studies done on FL and serve as the standard baseline for
FL strategies. The remaining three were chosen as they have often been mentioned and
used as benchmarks for multiple studies [29–32]. FedAvg aggregates the clients’ weights
by performing a weighted average to generate the new global model. FedSGD works in
the same way as FedAvg but only performs a single local epoch (step) in each federated
round. FedProx introduces one key difference compared to FedAvg by adding a proximal
term to the model optimizer in order to limit the divergence of the local model from the
global model in each federated round. Similarly, FedBN introduces one key difference
to FedAvg by excluding the batch normalization layers from being sent to the server for
aggregation to alleviate feature shifts. Finally, FedYogi adapts the Yogi optimizer into a
federated setting. With regards to the strategies’ hyperparameters, we varied FedProx’s
proximal term (µ) between 1.0, 0.01 and 0.1, following the values from the authors. FedYogi
also had its server learning rate parameter (η) varied between 0.01 and 0.001. Alongside the
federated approach, we also conducted experiments with non-federated approaches, for

https://flower.dev/
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which the hyperparameters were not changed: (i) local-only, where we train a local model
on each client using solely its own local dataset; and (ii) centralized, where we combine all
the clients’ data into a single data centre and use them for training the model.

Furthermore, to evaluate the impact of image quality on the training of a federated
model, each strategy was trained twice: (i) with all the images from the dataset available
and (ii) where images labelled “Reject” were excluded from the training process.

The local training process was implemented with Tensorflow (https://www.tensorflow.
org/ accessed on 22 October 2023). The model was trained with binary cross-entropy loss
and the Adam optimizer with a learning rate of 2.5× 10−5, decay of 0.0 and first and second
momentum estimates of 0.9 and 0.999, respectively. Each strategy was trained for five
server rounds with 25 local epochs. To compensate for the single epoch per round required
for FedSGD, this strategy was trained for 125 server rounds instead. On the same note,
local-only and centralized models were trained for 125 local epochs due to the nonexistence
of server rounds. To aid in tracking all the experiment parameters, models and metrics,
we report all the results to an MLFlow (https://mlflow.org/ accessed on 22 October 2023)
service that we use to analyse the results obtained.

4. Results

To evaluate the performance of the federated strategies, we first analyse the perfor-
mance of each strategy on a specific client in detail, along with the performance on the
outsider test dataset. Afterwards, we analyse the performance of the federated strategies
on a global overview across the various clients.

Table 2 shows the strategies’ performance on Client 3’s local and outsider test datasets.
We highlight in orange the best performance between the centralized and the local-only
models—representing the non-federated scenario—and the best-performing strategies over-
all are marked with a green highlight. All federated strategies, except FedYogi, performed
similarly, with only marginal differences. Despite FedYogi presenting similar convergence
to those of the remaining strategies, the strategy diverged in one of the variations, labelling
every image as a negative case. This divergence was likely caused by a loss explosion
due to a higher server learning rate parameter, η = 0.01, as we observed non-divergence
with a lower server learning rate, η = 0.001, albeit with lower performance than the other
strategies. The variations to the hyperparameter of FedProx (µ) did not result in significant
differences in performance, and the best-performing value for the proximal term varied
depending on what client and what dataset were to be used. Nevertheless, based on our
experiments, this hyperparameter optimization for FedProx can improve the performance
by 1%, and in other scenarios, it would require another search for the optimal value.

Despite faster convergence on the training and validation datasets, the local-only
model’s performance is lower than that of all of federated strategies. The performance gain
from the federation ranges from a marginal difference for clients with high-quality data,
such as Client 1, to a boost of 2–6% as observed in Client 3, which contains lower-quality
images, on both experiments. These gains can be seen in Table 3, where the best-performing
strategy is marked with a green highlight for each client and experiment.

Another noteworthy metric to analyse is the performance of the different strategies on
the local test dataset and the outsider test dataset. From this, we can identify the strategies
that fit better into a more heterogeneous environment from those that better fit into a more
controlled environment. In Tables 2 and 3, we can notice two trends:

1. FedBN tends to achieve higher performance on the local test dataset than other
strategies. This is noticeable in the second experiment, where the distributions across
the clients are similar and the heterogeneity of the datasets comes from the varying
quality (i.e., due to different capturing equipment). This scenario aligns with the
objective of FedBN, which uses the batch normalization layers kept as local-only
information to alleviate feature shifts. However, this strategy falls behind in the
experiment with multiple types of heterogeneity, where the data’s distribution and
quality varied across every client.

https://www.tensorflow.org/
https://www.tensorflow.org/
https://mlflow.org/
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2. FedSGD and FedProx achieve the most generalizable models in both experiments.
FedSGD achieves this by aggregating the weights more often and thus preventing
the models from diverging too much from the global model. This comes at the cost
of larger training time due to the increased time spent communicating the model.
FedProx achieves the same result by adding the proximal term, which prevents the
model from diverging too much from the global model. However, the FedProx
approach does not result in increased communication costs.

Table 2. Performance of the different strategies on the local and outsider test datasets. In orange, the
best non-federated approach. In green, the best federated approach.

Local Performance Outsider Performance

Strategy Fit Time (h) Accuracy Precision Recall F1 Score Specificity Accuracy Precision Recall F1 Score Specificity

Baseline - 0.407 0.781 0.382 0.513 0.521 0.459 0.444 0.326 0.376 0.591
Local-Only 1.8 0.850 0.899 0.920 0.909 0.534 0.754 0.712 0.854 0.777 0.655
Centralized 3.9 0.870 0.931 0.908 0.920 0.699 0.779 0.711 0.940 0.810 0.618

FedAvg 2.2 0.860 0.928 0.908 0.913 0.685 0.761 0.693 0.934 0.796 0.587
FedSGD 3.3 0.860 0.925 0.902 0.913 0.671 0.763 0.695 0.939 0.799 0.588
FedBN 2.2 0.868 0.928 0.908 0.918 0.685 0.760 0.692 0.936 0.796 0.584

FedProx x.0
µ = 1.0

2.3 0.863 0.928 0.902 0.915 0.685 0.760 0.693 0.933 0.795 0.587

FedProx x.1
µ = 0.01

2.3 0.858 0.925 0.899 0.912 0.671 0.764 0.697 0.933 0.798 0.595

FedProx x.2
µ = 0.1

2.3 0.858 0.925 0.899 0.912 0.671 0.758 0.692 0.930 0.793 0.585

FedYogi x.0
η = 0.01

2.4 Diverged -

FedYogi x.1
η = 0.001

2.4 0.752 0.837 0.865 0.851 0.247 0.534 0.52 0.894 0.658 0.174

Performance was measured for the third client using Dataset-HD and no filtering during training.

Table 3. Accuracy achieved on the test datasets for each federated strategy. In orange, the best
non-federated approach. In green, the best federated approach.

Dataset-HD Dataset-QD

Strategy Filter Client 1 Client 2 Client 3 Outsider Client 1 Client 2 Client 3 Outsider

Baseline - 0.368 0.522 0.530 0.468 0.368 0.472 0.407 0.459

7 0.825 0.752 0.738 0.776 2 0.827 0.817 0.850 0.754 2
Local-Only

3 0.820 0.738 0.760 0.783 2 0.822 0.813 0.822 0.728 2

7 0.842 0.777 0.803 0.839 0.873 0.832 0.870 0.779
Centralized

3 0.832 0.760 0.803 0.837 0.868 0.842 0.873 0.771
7 0.827 0.762 0.772 0.810 0.868 0.827 0.860 0.761

FedAvg
3 0.815 0.748 0.762 0.809 0.884 0.820 0.863 0.759
7 0.825 0.762 0.788 0.817 0.860 0.830 0.860 0.763

FedSGD
3 0.827 0.748 0.765 0.817 0.848 0.825 0.863 0.764
7 0.820 0.762 0.772 0.810 0.868 0.830 0.868 0.760

FedBN
3 0.820 0.750 0.760 0.810 0.845 0.817 0.863 0.760
7 0.827 0.772 0.777 0.817 0.873 0.827 0.863 0.764

FedProx 1

3 0.817 0.755 0.767 0.807 0.850 0.825 0.863 0.758

7 0.705 0.613 0.485 0.580 0.772 0.740 0.752 0.534
FedYogi 1

3 0.700 0.610 0.468 0.569 0.767 0.735 0.740 0.528
1 For federated strategies with multiple experiments, only the best is represented in the table. 2 The local-only
performance on the outsider was obtained by evaluating each client’s local-only model on the outsider dataset.
The model that obtained the best results is represented here.

Despite not achieving the best performance, FedAvg remained close to every strategy
in all scenarios, making it a viable choice in scenarios where there is a lack of information
regarding the data without sacrificing performance or increasing training costs. Addition-
ally, we also observed that adding a quality filter for training did not significantly affect the
performance of the models in either direction and can be useful to cut down training times,
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as we observed up to 20% reduction in the total training time. However, this addition may
require additional information regarding the amount of data the client has and its quality.
Thus, depending on the amount of data available on a client after filtering, the filter can
negatively affect the performance, as observed for Client 3 on Dataset-HD, which had a
reduction of 24% in the number of training samples and resulted in a drop of 3% on average
on the local test dataset. The global model can also suffer a negative impact by adding this
filter. However, we only noticed significant changes in the FedProx approach.

We can also analyse the impact of the heterogeneity of the clients on the performance
with Client 1’s test dataset. As mentioned in the experimental setup, Client 1’s dataset
is the same across both experiments. We can observe a significant increase of 6% in the
model performance when the distributions on the target label were similar across the
clients, as shown in Table 3. Clients in both experiments had similar quality distributions:
Client 1 presented higher-quality data and Client 3 had lower-quality data. In the first
experiment, where the clients had diverse distributions on the target labels, FedProx
achieved an accuracy of 0.827. In contrast, FedProx achieved an accuracy of 0.873 in the
second experiment, where the clients had similar distributions on the target label. This
difference can be attributed to the variance introduced by the clients’ heterogeneous data
distributions on the local models aggregated to generate the global model.

At last, we can also compare the federated approach to the centralized one. The cen-
tralized approach achieved higher or equal performance in all scenarios, with gains ranging
from under 1% to around 6%. However, this requires data sharing among the clients to
create a centralized data source, which is often not possible due to restrictions discussed
earlier in this document. The federated approach essentially trains on the same amount
of data. Still, due to its distributed nature, the variance between the local models causes
this performance drop—but with the advantage of maintaining data integrity regarding
privacy and security.

5. Discussion

In this section, we summarise and address the results obtained, considering the
objectives of this paper. Firstly, we analysed the convergence of the various strategies and
observed a similar pattern for all strategies except for FedYogi, which diverged in one
experiment and had a significantly slower convergence in the other. We also observed that
the centralized and local-only models converge faster than all the federated models and
that early stopping does not negatively affect the performance of the models.

Despite this, we later observed that the performance of the local-only model on the
test datasets was lower than that of most federated strategies, especially on clients whose
local data were comprised of lower-quality images. From our results, we can answer
our first objective (a) in Section 1, concluding that employing a federated approach does
pose a benefit to the model performance and its generalizability compared to training a
model with only the client’s local data, as it essentially allows the model to learn from a
larger pool of data while not compromising the privacy of such data. This approach can
also benefit clients with higher-quality datasets, albeit the differences in those cases are
more marginal. And while the centralized approach still had the overall best performance,
federated approaches could reach performances close to that of the centralized method
while maintaining data security and isolation in their own client’s network.

Furthermore, we also analysed the performance differences of each strategy for each
of the experiments, which allows us to answer our second objective (b) in Section 1. We
observed that the model’s performance is lower if trained in a more heterogeneous environ-
ment, as seen in Client 1’s tests, the data for which remained identical across experiments.
However, eliminating lower-quality images from the training process to achieve a more
consistent quality distribution across clients does not always benefit the model’s perfor-
mance, as we observed in our experiments. With this, the impact caused by having clients
with diverse distributions during training can degrade the model performance, as observed
with Client 1, with some strategies being more affected than others.
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Indeed, the last observation from our experiments is the adaptability of specific
strategies to each context, which answers our final objective of the paper (c) in Section 1. We
observed that FedBN generally performs the best given a scenario wherein the federated
model’s goal is to optimise the performance on the client’s local data given that those
clients follow similar distributions with their data. On the other hand, FedSGD and
FedProx exhibited higher performance under scenarios wherein the clients’ data are more
diverse. These strategies also showed higher generalizability, as we can observe by the
performances on the outsider dataset. Based on the results, we conclude that FedSGD and
FedProx are the most suitable strategies in scenarios for which the clients’ data are more
diverse or if said distributions are unknown. This choice also applies if the objective is to
obtain a more generalizable model. On the other hand, we opt to choose FedBN to optimise
the model for the client’s local data. FedAvg poses a solid choice in both scenarios, albeit
not optimal.

6. Limitations

The experiments consist of a limited set of federated strategies and require further
evaluation using more recent approaches, such as incorporating reinforcement learning to
learn the aggregation of the clients’ models [30] and incorporation of domain generalization
and personalization approaches into the federation [32,33].

The incorporation of cases from the AIROGS dataset into the clients can introduce a
common ground for the clients’ data characteristics, and an evaluation with the client’s data
consisting of a single data source, regardless of its size, should be conducted to validate the
potential of federated learning further.

This study was conducted under the area of application of glaucoma diagnosis using
retinal fundus images with a single underlying DL model, and for future work, we also
intend to evaluate this approach using a different image modality, such as OCT scans, and
for different tasks.

The API developed lacks SSL (Secure Sockets Layer) certification and encryption
support, which is necessary when deploying this system with real-world institutions
and data.

7. Conclusions

FL approaches show great potential in digital healthcare as they ensure a more secure
environment when working with sensitive data. Research on this topic has been rapidly
growing in the past years, and we expect it to grow even further with frameworks such
as NVIDIA Flare [34], which aims to provide a scalable framework for federated learning,
along with new algorithms to generate more optimal global models.

In this paper, we aimed to study various FL algorithms and analyse the impact of
heterogeneous clients on the performance of a federated approach to glaucoma diagnosis.
For this, we conducted various experiments using public datasets of retinal fundus images
from different sources to create clients with different characteristics. The model developed
by Leonardo et al. [24] was used as the base model for the federated setup. We evaluated
different FL algorithms in these settings and analysed the results obtained.

We concluded that the use of federated learning in this area of application resulted
in an improvement in the model performance over the local-only approach while also
achieving comparable performance to the centralized model without requiring the sharing
of sensitive data, supporting federated learning as a viable method for enabling privacy-
preserving machine learning without negatively impacting the capabilities of the trained
models. Additionally, we extracted some scenarios where a specific FL algorithm is more
suitable to be deployed, given the objective of the model and the nature of the data of
the clients in the federation. In a scenario where the model’s generalisation is crucial,
FedProx would be a suitable choice based on our experiments and results achieved on the
outsider datasets.
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