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Featured Application: A general framework for functional integration evaluation of human brain
is proposed, which effectively combines whole-brain functional connectivity analysis with effec-
tive connectivity analysis based on Dynamic Causal Modeling.

Abstract: Much effort has been devoted towards the identification of brain areas recruited during
driving—as one of the most common motor skills of human beings. However, how driving experience
impacts on the brain’s intrinsic functional architecture has not been fully investigated. Using resting-
state fMRI data collected from 20 taxi drivers and 20 nondrivers, this paper asks whether there
exists specific brain network integration encoding driving behavior. First, to address this, we
proposed a general framework combining whole-brain functional connectivity analysis with effective
connectivity analysis based on spectral Dynamic Causal Modeling. The validation results indicated
that the application of this framework could effectively discover the brain network that best explained
the observed BOLD fluctuations. Second, by segmenting supplementary motor area (SMA) into
pre-SMA and SMA proper sub-regions, we used the above framework and discovered a hierarchical
architecture with pre-SMA located at the higher level in both driver and control groups. Third, we
further evaluated the possibility that driving behavior could be encoded by directed connections
among the hierarchy, and found that the effective connectivity from pre-SMA to left superior frontal
gyrus could distinguish drivers from nondrivers with a sensitivity of 80%. Our findings provide
a new paradigm for analyzing the brain’s intrinsic functional integration, and may shed new light
on the theory of neuroplasticity that training and experience can remodel the patterns of correlated
spontaneous brain activity between specific processing regions. Meanwhile, from a methodological
advantage perspective, our proposed framework takes the functional connectivity results as a prior,
enabling subsequent spectral DCM to efficiently assess functional integration at a whole-brain scale,
which is not available by only using other DCM methods, such as stochastic DCM or the State-of-the-
Art multimodal DCM.

Keywords: driving; resting-state fMRI; supplementary motor area; functional connectivity; spectral
Dynamic Causal Modeling; Parametric Empirical Bayes

1. Introduction

Driving a car in the real world is an acquired motor skill of human beings, which
requires the cognitive ability to integrate multimodal stimuli from surroundings to produce
appropriate actions. A number of previous research have used virtual simulation to study
the neural underpinnings of various tasks of driving, and have found that driving recruited
multiple brain areas supporting perception, motor and cognitive functions [1–6]. At the
same time, the functional integration analysis of brain networks has been proved to be an
efficient way to evaluate how spatially separated brain areas work together to produce
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more complicated cognitive performance [7–9], and how training and learning modulate
spontaneous brain activity of specific processing areas [10–13]. Considering that driving is
the most common acquired skill and a complicated social behavior, which can be described
by a hierarchical model (called Michon’s model hereafter for convenience) with three levels:
the top strategic level, the middle tactical level and the bottom operational level. These
three levels interact with each other to complete the complex cognitive processes, such as
route planning, decision adjustment and action execution and perception processing [14].
Based on this, it is very likely that valuable discoveries could be made through functional
integration analysis of specific driving-related brain areas; however, few studies have fully
addressed this issue.

In terms of the methodology of functional integration analysis, functional connec-
tivity [15–18] and effective connectivity [19] are the two most important methods, which
describe the dependency relationship between brain regions from the aspects of correlation
(undirected) and causal effect (directed), respectively. However, how to combine these
two methods has been rarely reported. In view of this, previous studies of Dynamic Causal
Modeling (DCM) have discussed the relationship between these two kinds of connectiv-
ity, pointing out that functional connectivity is a necessary but insufficient condition for
effective connectivity, which means that the existence of functional connectivity cannot
be inferred when there is no effective connectivity; however, the absence of functional
connectivity largely denies the existence of effective connectivity [20,21]. In addition, due
to the lack of task design and task activations, the resting-state data cannot provide direct
information to determine the regions of interest (ROIs) at the initial stage of calculation.
Although there are various brain partition templates that can be used for the ROI selec-
tion [22–25], the differences between those templates also introduce much difficulty and
uncertainty to the analysis. Based on the above information, we try to explore an algorithm
that combines functional connectivity with effective connectivity in this paper. Firstly,
functional connectivity analysis is used to find out the ROIs; then, effective connectivity
analysis is carried out among the ROIs to further explore the directionality of the brain’s
functional integration. This algorithm provides a new idea for the selection of ROIs in
the functional integration analysis of the resting-state neuroimaging data. In terms of
the effective connectivity analysis, this paper focuses on the spectral DCM, which is a
computationally efficient algorithm and is suitable for the resting-state fMRI data [26,27].
The novel Parametric Empirical Bayes (PEB) is also used in the group-level analysis of
effective connectivity [28–30].

In this paper, we focus on using a newly proposed method of functional integration
analysis based on the above neuroimaging and methodological considerations to explore
whether driving behavior leads to changes in the intrinsic functional architecture of the
human brain. In addition, among various driving-related brain regions, the importance of
supplementary motor area (SMA) has been highlighted, pointing out that this region has
performed a crucial role in Michon’s model for linking cognition to action [4]. More inter-
estingly, the SMA is suggested to be made up of two sub-regions that are anatomically and
functionally separated, referring to the pre-SMA (rostral SMA) responsible for complicated
cognitive situations, and the SMA proper (caudal SMA) involved in action levels [31–34].
Therefore, to be more specific, we explored the brain’s functional plasticity by identifying
SMA-related functional connectivity and effective connectivity differences between drivers
and nondrivers. The proposed framework comprise two main parts. In the first part, by
segmenting SMA into two sub-regions (i.e., pre-SMA and SMA proper), we checked the
possible driving-related changes in functional connectivity. In the second part, we took the
brain regions showing significant functional correlations as ROIs, to further explore the
driving-related effective connectivity changes. We hypothesized that driving may modify
the directed connectivity patterns of the pre-SMA and SMA proper in distinct manners.

This paper bears the following main contributions:
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• We propose a general framework for investigating functional integration of the hu-
man brain. This framework takes functional connectivity results as a prior, enabling
subsequent DCM to assess causal organization of brain network at a whole-brain scale.

• We check the quality of DCM model fitting. The results have indicated that our
framework can effectively discover the specific brain network integration that best
explains the observed BOLD fluctuations.

• We apply this framework to investigate the functional plasticity of the resting human
brain underlying driving experience, and, for the first time, we discover a hierarchical
architecture with pre-SMA located at a higher level, and reveal that several directed
connections in the hierarchy exhibit significant classification ability to distinguish
drivers from nondrivers.

The organization of the article is as follows: Section 2 describes the data and methods
in detail, including the basic information of the data, the data preprocessing, as well as
the theoretical basis and concrete implementation steps of functional connectivity and
effective connectivity analysis involved in the proposed framework. Section 3 illustrates the
corresponding analysis results in detail, including the group-level functional connectivity
results, the group-level effective connectivity results, the differences in effective connectivity
patterns between drivers and nondrivers and the predictive validity (i.e., classification
ability assessment) results. Section 4 gives explanation of the results, and discusses the
significance and methodological contributions of the whole paper.

2. Materials and Methods
2.1. Subjects and Data Acquisition

Resting-state fMRI data were collected from 20 subjects who were licensed taxi drivers
for more than 1 year and 20 nondrivers (i.e., controls). Considering that the demographic
variables such as gender, age and education level would affect the intrinsic functional
architecture of brain, we conducted statistical analysis on the demographic parameters
(i.e., age, sex and education) of these subjects, showing the group mean ± standard de-
viation, as well as the significance level (i.e., p value) in Table 1. Two-sample t-test and
Pearson’s Chi-squared test were correspondingly applied for group comparison. It can
be seen that there is no significant differences in demographic parameters between the
two groups (see Table 1); therefore, the subsequent results are unlikely to be influenced by
the between-group differences of these uninteresting variables. All subjects signed written
informed consent forms, and this study was approved by the Institutional Review Board of
the Southwest University. No subjects had mass lesions (including tumors, vascular mal-
formations or malformations of cortical development), brain trauma or history of alcohol
or drug dependence.

Table 1. The demographic parameters of the subjects.

Variable Drivers Controls p Value

Number of subjects 20 20
Age (years) 39.5 ± 5.8 41.1 ± 5.0 0.34 a

Sex (male/female) 20/0 18/2 0.15 b

Education (years) 9.5 ± 1.8 9.0 ± 1.4 0.37 a

Duration of taxi driving (years) 4.9 ± 3.5
Duration of total driving (years) 11.7 ± 4.9

a Two-sample t-test. b Pearson’s Chi-squared test.

Resting-state fMRI scans were acquired at a 3-T SIEMENS MRI scanner. All subjects
were instructed to stay awake and keep their eyes closed; no other task instruction was
provided. The functional images were collected using a gradient-echo echo-planar pulse
sequence sensitive to blood oxygen level-dependent (BOLD) contrast with the following
parameters: TR/TE = 2000/30 ms, thickness/gap = 3.0/0 mm, FOV = 200 × 200 mm2,
FA = 90◦, matrix = 64 × 64, slices = 32, time of scanning = 8 min, and volumes = 240.
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2.2. Data Preprocessing

The routine BOLD-fMRI preprocessing procedure were conducted as follows (using
GRETNA toolbox) [35]: (1) removal of the first 10 volumes of each scan for magnetiza-
tion equilibrium; (2) slice timing correction to eliminate temporal offsets between slices;
(3) realigning images for head motion to reduce head movement effects on the spatial cor-
respondence of the brain across volumes; (4) normalizing images to the EPI template in the
standard MNI atlas space (resampling to 3 mm isotropic voxels) to facilitate group average
and group comparison; (5) spatially smoothing using a 6 mm (usually twice the voxel
size) full-width half-maximum (FWHM) Gaussian kernel to improve the signal-to-noise
ratio; (6) linear detrending to reduce the effects of linear drift in the signal; (7) regressing
out nuisance signals including signals averaged from whole brain, white matter, CSF and
head motion (Friston 24 parameters) to reduce the effects of non-neuronal fluctuations;
(8) temporal filtering with a high-pass filter of 1/128 Hz to reduce the low-frequency drift.
No subject in this study was excluded by significant head motions (more than 2 mm of
translation and 2◦ of rotation).

2.3. Functional Connectivity Analysis

Using functional connectivity analysis, we would like to examine the possible SMA-
related functional connectivity changes induced by long-term driving. Considering that
SMA can be divided into sub-regions with distinct cognitive functions, we first conducted
a functional segmentation algorithm that we have previously proposed to divide SMA
into sub-regions [36]. To be more specific, this segmentation algorithm established a
two-level clustering procedure to obtain a consistent result across all subjects. The first
level was the individual level, where functional connectivity (i.e., Pearson’s correlation
coefficients) between voxels in SMA (n voxels) and the whole brain was calculated as the
data feature for each subject (denoted as xi (i = 1, 2, . . . , n)), and the maximum margin
criterion used in SVM was then applied to assign xi a cluster label and a SVM classifier
f (x) = ω′φ(x) (ω was the optimal separating hyperplane, φ was the feature map; linear
kernel was used in this study). After finishing the above clustering procedure for all
subjects (j subjects), for each voxel i (i = 1, 2, . . . , n), a set of SVM scores was obtained

(marked as si =
[

f1

(
x(1)i

)
, . . . , f j

(
x(j)

i

)]′
). The second level was the group level, where the

data feature was the SVM scores si (i = 1, 2, . . . , n), and maximum margin criterion was
then performed to assign si (i = 1, 2, . . . , n) to two clusters. Therefore, the final clustering
result reflected the consistency of brain segmentation across different subjects (for more
detail please see [36]).

After performing functional segmentation algorithm, the SMA was divided into
two sub-regions, i.e., the pre-SMA and the SMA proper (see Figure 1). On this basis,
we, respectively took the pre-SMA and the SMA proper as seed regions for functional
connectivity analysis. Pearson’s correlation coefficients between the seed time series (the
averaged time series of all voxels in the seed region) and time series of all voxels in the brain
were calculated, and Fisher’s z-transforms were performed for normality. The obtained
correlation maps across subjects were then used to identify significant driving-related func-
tional connectivity changes, where two-sample t-tests (p < 0.001, uncorrected, and p < 0.05,
Topological FDR corrected, respectively) were conducted to identify group differences [37].
Age, sex and educational level were included as covariates in the statistical models.

Using the same procedure, we additionally evaluated the effect of precise segmenta-
tion of brain regions on functional integration analysis; namely, the group differences in
functional connectivity between the entire SMA and the whole brain were also calculated.
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Figure 1. Brain template of supplementary motor area (SMA) sub-regions. The area marked in red
refers to the pre-SMA, and the blue area is the SMA proper. These two sub-regions can be effectively
divided by vertical commissure anterior (VCA) line (Y = 0).

2.4. Effective Connectivity Analysis
2.4.1. Spectral Dynamic Causal Modeling

Brain regions that showed significant functional connectivity were taken as ROIs in the
spectral DCM analysis. The activity of each ROI was summarized with its weighted (using
T value) mean, and a Full model (i.e., the brain regions were reciprocally interconnected,
and the brain regions had inhibitory self-connection) structure was set. Spectral DCM was
then applied using SPM12.

The principle of spectral DCM is the same as that of classical DCM, which is to
establish a Bayesian generative model to describe how various neural systems are coupled
through effective connectivity and finally generate observation data (such as BOLD signal).
However, the difference is that the spectral DCM no longer estimates stochastic time series,
but instead uses a deterministic model to generate the cross spectral densities (CSD) of
time series.

Equation (1) denotes the neuronal model of the spectral DCM:

x(t) = Ax(t) + Cu(t) + v(t) (1)

where x(t) is the neuronal state variable, A is the neuronal parameter (i.e., the effective
connectivity), u(t) is the experimental stimulus input (u(t) = 0 for resting-state data) and
v(t) is the state noise.

The below hemodynamic state equation further describe how the hidden neural
activity x(t) becomes the observed BOLD time series y(t):

y(t) = h(x(t), ϕ) + e(t) (2)

where ϕ is the hemodynamic parameter and e(t) is the observation noise.
Therefore, the parameters to be estimated in the above generative model are the neu-

ronal parameter A, the hemodynamic parameter ϕ, the state noise v(t) and the observation
noise e(t). However, the estimation of the latter time-varying signals v(t) and e(t) is the
solution of stochastic differential equations, which is computationally inefficient. To avoid
this, we further calculate the CSD of these signals, which can be expressed as follows:

gv(ω, θ) = αvω−βv

ge(ω, θ) = αeω−βe
(3)
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where gx(ω) = X(ω)X(ω)† is the CSD, X(ω) is the Fourier transform of the time-domain
signal x(t), {α, β} ⊂ θ is the parameter to be estimated for controlling the amplitude
and exponent of the spectral density and ω = 2π f is the angular frequency. As a result,
the original time-varying time series is replaced by its second-order statistics with time-
invariant characteristics (i.e., the CSD). This is performed so that the parameter estimation
of DCM can be turned into the solution of deterministic differential equations, which
greatly improves the calculation efficiency.

In this study, the CSD was calculated by the 4th order autoregressive model, and the
frequency range was set to [1/128, 0.1] Hz (for more detail please see [20,26,27]). After
model inversion, the model evidence and the posterior mean and posterior covariance of
each connection for each subject were obtained.

2.4.2. Parametric Empirical Bayes

The posterior densities of the effective connectivity were then engaged for group-level
analysis using Parametric Empirical Bayes (PEB). In PEB, a general linear model (GLM)
is established on the basis of posterior density of model parameters at individual level to
obtain group level results [28–30], which can be formulated as follows:

yi = Γ(θ(1)i ) + ε
(1)
i

θ(1) = Xθ(2) + ε(2)
(4)

where in the first layer, yi is the BOLD time series of the i-th subject, θ
(1)
i is the estimated

DCM model parameters for this subject and ε
(1)
i is the observation noise. The second

layer formula is the GLM established to estimate parameters from individual level to
group level, where θ(1) are the estimated DCM model parameters for all subjects; X is
the design matrix of GLM, where the row numbers represent the subject numbers, and
each column is a regression variable (such as age, group, etc.) that may affect DCM
parameters to be considered; θ(2) is the coefficient set corresponding to each regression
variable, which quantifies the influence of regression variables on DCM parameters; ε(2) is
the model residual.

In this study, the design matrix X was set with the first column of all “1” to uncover
commonalities across all subjects, and the second column of “1” for drivers and “−1” for
controls to uncover group differences between the drivers and the controls.

2.4.3. Bayesian Model Reduction and Bayesian Model Averaging

Using PEB analysis, we could not make an intuitive view about which effective
connectivity is highlighted because of significant group effects. To answer this, Bayesian
model reduction (BMR) and Bayesian model averaging (BMA) were used to further evaluate
the significance of the PEB results [28]. In this study, we used SPM12 toolbox to conduct
BMR, where a greedy search was automatically applied to exclude parameters that do not
affect the PEB model evidence. BMA was then used to give the average parameters of
the best 256 reduced models. According to BMR and BMA analysis, some unimportant
connections would be switched-off, and the remaining effective connectivity could be
regarded as the significant group-level results.

3. Results
3.1. Group Differences of Functional Connectivity

Table 2 reported the driving-related changes in functional connectivity. We found that
the connections between the pre-SMA and the left orbital frontal cortex (lOFC), the left
superior frontal gyrus (lSFG) and the left middle temporal gyrus (lMTG) were stronger
in drivers than in the controls (p < 0.05, Topological FDR corrected). On the contrary, the
drivers showed weaker functional connectivity (p < 0.001, uncorrected) between the pre-
SMA and the right middle frontal gyrus (rMFG), and the right inferior parietal lobule (rIPL),
while the significance of these two connections did not reach the predefined significance
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level (i.e., p < 0.05, Topological FDR corrected). Interestingly, there were no significant
SMA proper-related functional connectivity differences between the drivers and controls,
suggesting that the driving-related changes in functional connectivity were specific to the
pre-SMA and did not extend to the SMA proper.

Table 2. Brain regions exhibit significant functional connectivity differences with sub-regions of the
supplementary motor area between the driver and control groups.

Anatomical Area Size
MNI Coordinates

T Value
p Value

(FDR Corrected)
Brodmann’s

Areax y z

Pre-SMA
Driver > control
Left orbital frontal cortex 113 −21 57 −9 5.62 0.003 10, 11
Left superior frontal gyrus 63 −18 60 21 4.52 0.011 9, 10
Left middle temporal gyrus 51 −60 −21 −9 4.43 0.011 21
Driver < control
Right middle frontal gyrus 27 39 6 39 4.47 0.189 6, 9
Right inferior parietal lobule 33 51 −30 36 4.15 0.138 2, 40
SMA proper
No significance
Whole SMA
Driver > control
Left superior frontal gyrus 29 −21 57 21 4.12 0.497 10

Taking the entire SMA as the seed region, the results showed that a functional con-
nectivity difference was only revealed in the lSFG (p < 0.001, uncorrected); however, the
significance of this connection did not pass the multiple comparison correction (p < 0.05,
Topological FDR corrected). This finding suggests that the fine segmentation of brain
regions can effectively improve the sensitivity of the analysis, ensuring some meaningful
results would not be merged by the average effect of rough brain region division.

To sum up, we found that three brain regions (the lSFG, the lOFC and the lMTG)
showed significant group differences of functional connectivity with the pre-SMA (p < 0.05,
Topological FDR corrected), indicating that the brain network consisted of the above four
regions, which highlighted driving-related functional integration features. Figure 2A
illustrated the functional connectivity pattern among the four regions, and Figure 2B
showed the error bar of each connection for the driver and the control groups.
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Figure 2. Driving-related changes in functional connectivity. (A) Connections between the pre-SMA 
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Figure 2. Driving-related changes in functional connectivity. (A) Connections between the pre-
SMA and the left orbital frontal cortex (lOFC), the left superior frontal gyrus (lSFG) and the left
middle temporal gyrus (lMTG) were stronger in drivers than in controls. (B) Bar chart plot the
mean correlation values of the above connections in the driver and control groups; error bars ± SEM
(* p < 0.05, Topological FDR corrected; two-sample t-test).
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3.2. Group Differences of Effective Connectivity

The four brain regions uncovered by the above functional connectivity analysis were
engaged in the effective connectivity analysis. A Full model (any two of brain regions were
interconnected, and the brain region itself had an inhibitory self-connection) of four nodes
(i.e., the pre-SMA, the lSFG, the lOFC and the lMTG) was set, and the spectral DCM was
applied to obtain the posterior mean and posterior covariance of each connection for each
subject. PEB was then used for group-level analysis; the results are shown in Figure 3. The
“Group Mean” panel in Figure 3 illustrates the posterior beliefs of all connections for the
group commonality. It is worth noting that the positive posterior mean indicates that the
corresponding effective connectivity is excitatory, whereas the negative mean indicates
inhibitory connectivity. The excitatory and inhibitory distinction is important in the theory
of predictive coding, which will be explained in detail in the Section 4. The “Group
Difference” panel in Figure 3 shows the posterior beliefs of all connections for the group
difference, where the positive posterior mean reveals that the corresponding effectivity
connectivity is enhanced more in the drivers than in the controls, and the negative value
means that the connectivity is reduced in the drivers.
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Figure 3. Results of the effective connectivity analysis using spectral Dynamic Causal Modeling
(DCM) and Parametric Empirical Bayes (PEB). The “Group Mean” panel illustrates the posterior
beliefs of all connections for the group commonality. The positive posterior mean indicates the
corresponding effective connectivity is excitatory, whereas the negative mean indicates inhibitory
connectivity. The “Group Difference” panel shows the posterior beliefs of all connections for the group
difference, where the positive posterior mean reveals that the corresponding effective connectivity is
enhanced more in drivers than in controls, and the negative value means the connectivity is reduced
in drivers. The numbers next to the arrowhead label the corresponding connections, in accordance
with the figures on the abscissa.

3.3. Significance Evaluation of Effective Connectivity

Figure 4 shows the significant effective connectivity provided using BMR and BMA.
The “Group Mean” panel illustrates the results of commonalities across all subjects. We
could see that some connections were removed for a posterior probability of 0, indicating
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these connections are not critical for the functional network construction. The others
establish a directed connectivity network of either excitatory (marked in red) or inhibitory
(blue) connections among the four brain regions (the connection with a posterior probability
of 100% is shown in bold). Interestingly, inhibitory connections are established from the
pre-SMA to the remaining three regions, while the connections from these brain regions to
the pre-SMA are excitatory.
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Figure 4. Significance of the effective connectivity revealed using Bayesian model reduction (BMR)
and Bayesian model averaging (BMA). The “Group Mean” panel illustrates the significance of the
effective connectivity for the group commonality. Some connections were removed for a posterior
probability of 0; the others establish a directed connectivity network of either excitatory (marked in
red) or inhibitory (blue) connections among the four brain regions (the connection with a posterior
probability of 100% is shown in bold). The “Group Difference” panel illustrates the effective connec-
tivity of the significant group difference. The drivers establish a total of seven enhanced effective
connections relative to the controls (marked in red). The posterior means and probabilities of all
connections are shown as bar charts. The numbers next to the arrowhead label the corresponding
connections, in accordance with the figures on the abscissa.

The “Group Difference” panel shows the group difference results provided using BMR
and BMA. We can now make a clear distinction that the drivers establish a total of seven
enhanced effective connections relative to the controls. The posterior probabilities of all
connections are shown in a bar chart, ranging from about 57% to 100%. The self-connection
of the pre-SMA and the pre-SMA→lSFG connection have 100% posterior probabilities,
indicating that these two connections exhibit the most significant group difference.

3.4. Predictive Validity Assessment of Effective Connectivity

In the previous section, we have found seven effective connections exhibiting signifi-
cant group differences. Among these results, predictive validity assessment was conducted
to further evaluate the classification ability of each connection. To be more specific, a PEB
model was estimated while leaving out a subject from the total 40 subjects (i.e., leave-one-
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out cross validation), and this PEB model was then used to calculate the posterior predictive
density (i.e., posterior predictive expectation, posterior predictive covariance and posterior
probability) of the between-subjects effect (i.e., driver or control) for the reserved subject,
based on the significant effective connectivity chosen.

Taking the predictive validity of the pre-SMA→lSFG as an example, Figure 5 shows
the posterior probability of each subject belonging to the control group (left panel) and
the driver group (right panel). Considering the true label of each subject (i.e., subjects 1 to
20 are controls, and subjects 21 to 40 are drivers), the true negative results (i.e., control
subjects were correctly classified to control group) are marked as blue bars in the left panel
in Figure 5, and the true positive results (i.e., driver subjects were correctly classified to
driver group) are highlighted as red bars in the right panel. The black dotted bars show
the wrongly predicted results, and we can see that 7 controls were misidentified as drivers
(false positive), and 4 drivers were misidentified as controls (false negative). Therefore, in
terms of the classification performance of the pre-SMA→lSFG connection, the classification
accuracy, sensitivity and specificity are 72.5%, 80% and 65%, respectively. The Pearson’s
correlation coefficient between the posterior predictive expectation and the true value of
the group membership (correlation = 0.4057) and its significance (p = 0.0047) were also
calculated (see Table 3). These results clearly show that the pre-SMA→lSFG connection can
be effectively used to identify driving behavior.
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Figure 5. The predictive validity of the pre-SMA→lSFG connection. The bar chart shows the posterior
probability of each subject (subjects 1 to 20 are controls, and subjects 21 to 40 are drivers) belonging
to control group (left) and driver group (right), respectively. The bars marked with blue highlight
the true negative results (i.e., control subjects were correctly classified to control group), whereas the
bars marked with red highlight the true positive results (i.e., driver subjects were correctly classified
to driver group). The black dotted bars show the misidentified results.
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Table 3. Predictive validity of the significant effective connectivity.

Effective Connectivity Sensitivity
(%)

Specificity
(%)

Accuracy
(%) Correlation Significance

(p Value)

Pre-SMA→pre-SMA 80 60 70 0.3352 0.0172
Pre-SMA→lOFC 65 55 60 0.0977 0.2744
Pre-SMA→lSFG 80 65 72.5 0.4057 0.0047
lOFC→lSFG 70 55 62.5 0.0556 0.3666
lSFG→lSFG 60 55 57.5 −0.2116 0.9050
lMTG→lOFC 55 50 52.5 0.1609 0.1606
lMTG→lMTG 80 45 62.5 −0.0222 0.5542

The predictive validity (i.e., the classification accuracy, sensitivity, specificity, correla-
tion coefficient and its significance) of the other six connections are reported in Table 3. We
can find that the connections with 100% posterior probability of group difference, i.e., the
self-connection of the pre-SMA, and the pre-SMA→lSFG connection, exhibit significant
classification ability (p < 0.05) to distinguish drivers from controls (sensitivity = 80%).

4. Discussion

In this work, functional plasticity of the resting human brain underlying driving
experience was evaluated using a newly proposed framework that combines functional
connectivity with effective connectivity analysis. The results showed that, compared with
nondrivers, the driver group established enhanced functional connectivity between the
pre-SMA and several prefrontal regions. It was also found that driving-related changes
were restricted to the pre-SMA and did not extend to the SMA proper. Effective connectiv-
ity analysis using spectral DCM further revealed the directionality of these connections,
indicating that the pre-SMA had established a hierarchical organization with the other
regions, i.e., in the context of predictive coding theory, the pre-SMA was located at a higher
level, and the effective connections to the rest of the regions were inhibitory feedback
connections. Particularly, the connection strength of pre-SMA→lSFG was significantly
enhanced in the drivers and exhibited significant classification ability to distinguish drivers
from controls.

Resting-state brain network analysis frequently requires the specification of regions of
interest (ROIs). A common method uses atlases derived from structural boundaries. The
main problem in using structural ROIs is that they are generally rather coarse and tend to
combine functionally distinct ROIs [25,38]. In this paper, we focused on the region of SMA,
where the sub-regions of this area have been reported to show different structural [31]
and functional connectivity [33] profiles. Therefore, by using a two-level segmentation
algorithm we have proposed previously [36], the functionally distinct sub-regions (i.e., the
pre-SMA and SMA proper) showing group-level consistency were obtained for further
analysis (see Figure 1).

Based on the respective time series of the pre-SMA and SMA proper, we then ex-
plored the group difference in functional connectivity between drivers and nondrivers. We
found that the drivers showed stronger functional connectivity between the pre-SMA and
several prefrontal regions, including the lSFG and the lOFC (approximating Brodmann’s
area 10, see Table 2). Driving is a highly complicated behavior that requires the simul-
taneous integration of lower-level tasks of action with higher-level cognitive processing
and decision making [14]. It is suggested that the prefrontal cortex plays a pivotal role in
switching between externally versus internally oriented thoughts, and maintaining the
stable implementation of sustained mental plans [39,40], whereas the pre-SMA is more
responsible for complicated cognitive situations. Therefore, the integration of the pre-
SMA and prefrontal cortex may equip humans with the ability to pursue a long-term
driving plan and meanwhile respond to the demands of the immediate driving context. In
addition, considering that prior experience can modify functional connectivity strength,
the increased functional connectivity between the pre-SMA and the prefrontal regions
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may be caused by the persistent occupation of this neural circuit when driving. On the
other hand, emerging evidence indicate that the strength of the resting-state functional
connectivity is associated with individual differences in task performance [7–9]. Therefore,
increased functional connectivity may facilitate communications between the pre-SMA and
prefrontal regions and benefit successful performance in driving. Here, we showed that the
pre-SMA, rather than SMA proper, showed significant resting-state functional connectivity
differences between drivers and nondrivers (Table 2), which may help to shed light on the
functional roles of SMA sub-regions. Additionally, we compared driving-related functional
connectivity changes with the entire SMA and the pre-SMA, and found that the latter was
more sensitive in detecting group differences (Table 2). A possible reason for that is that
the use of functionally inaccurate ROIs will dilute meaningful signals. This emphasizes the
great importance of specifying ROIs that are functionally homogeneous for resting-state
fMRI studies.

Functional connectivity analysis has provided candidate brain networks that showed
significant driving-related functional integration (see Figure 2). Effective connectivity anal-
ysis using spectral DCM was then applied on this basis to further reveal the directionality
of the connections. The results revealed that the pre-SMA had established a hierarchical
architecture with the lOFG, the lSFG and the lMTG, which could be judged according to
the sign of the effective connectivity strength—the bottom-up connection is a feedforward
connection, which is excitatory (i.e., the posterior mean of the effective connectivity strength
is positive), while the opposite is a top-down feedback connection, which is inhibitory
(i.e., negative effective connectivity strength). This agrees with the predictive coding theory,
showing that top-down feedback connection is used to suppress prediction errors from the
lower levels [41–43]. According to the group means of the effective connectivity provided
using PEB and BMR, the posterior means of the directed connections from the pre-SMA
to the lOFG, the lSFG and the lMTG were all negative, while the effective connectivity
of these brain areas to the pre-SMA were all positive (see Figures 3 and 4). Considering
that various driving-related tasks (such as performing prepared actions, action planning
and considering the traffic rules) were associated with the pre-SMA [4], the pre-SMA is
more highlighted in task switching [44], response inhibition [45], learning of movement
sequences [46] and motor selection [47]. Therefore, we infer that the pre-SMA is at a higher
level of the brain functional network that we studied, which is responsible for integrating
complex cognitive and motor functions, and suppressing the prediction errors introduced
by lower levels of a hierarchy.

The results of PEB and BMR also pointed out that there significant group differences
existed between drivers and controls, in which the pre-SMA→lSFG connection was signif-
icantly enhanced in the drivers with a posterior probability of 100% (Figure 4). We then
conducted predictive validity assessment, and found that this connection could effectively
identify group membership (see Figure 5 and Table 3), indicating that this effective con-
nectivity could be used to judge whether the functional integration structure of the brain
was reshaped by long-term driving behavior. In addition, considering that the effective
connectivity of pre-SMA→lSFG was an inhibitory feedback connection (see the “Group
Mean” panel of Figure 4), the enhanced value in the driver group may indicate that the
driving behavior weakens the inhibitory effects of this feedback connection; namely, the
pre-SMA does not need to use a strong inhibitory strength to suppress the prediction errors
from the lSFG. These findings may further reflect that the mastered motor performance
(all drivers have been driving taxis for more than one year) can achieve the balance of
information processing without engaging the strong top-down control function from a
higher level of a hierarchy.

Lastly, the methodology we proposed in this paper, namely the algorithm framework
that combines functional connectivity analysis and effective connectivity analysis, deserves
more emphasis. In the functional brain network analysis using resting-state fMRI, the lack
of task design and task activations make the selection of ROIs a difficult issue, especially
for the effective connectivity analysis using DCM; on one hand, the over-parameterized
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generative model limits its application in large-scale analysis, for example, the maximum
number of nodes is often limited to 8 in stochastic DCM analysis [48], and even less for the
more complicated multimodal DCM for EEG and fMRI [49]; on the other hand, too few
nodes often arouse the problem of a missing region, leading the incomplete data involved
in the analysis to affect the characterization of global functional integration structure [50].
Therefore, considering that functional connectivity is a necessary but insufficient condition
for effective connectivity [20,21], we first conducted functional connectivity analysis on
a whole-brain scale (to avoid missing region problem) to confirm regions of interest, and
found four brain regions, including the pre-SMA, the lOFC, the lSFG and the lMTG,
that exhibited significant driving-related functional integration. These four regions were
then engaged in the subsequent spectral DCM analysis to further evaluate the causal
relationship among hidden neural states that best explained the undirected correlations
among hemodynamic responses. Figure 6 shows the quality of DCM model inversion when
fitting the Full model (see Figure 3) to each subject (given by spm_dcm_fmri_check.m in
SPM12 toolbox). It can be seen that the percent variance explained (a measure of difference
between predicted and observed responses) of each of the 40 subjects is above 90% (the
worst result is obtained from the 28th subject, with a value of 93.17%), which indicates that
we have found a very good model to precisely fit the BOLD signals (on the contrary, if
the percent variance explained is less than 10%, it means that the adopted model cannot
explain the observed data well; therefore, a substitute model should be considered). This
result also indicates that the framework of combining functional connectivity with effective
connectivity analysis is an effective method to accurately determine the nodes for DCM
analysis of the resting-state fMRI data.
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Figure 6. Diagnosis of DCM model inversion. It shows the quality of DCM model inversion (given
by spm_dcm_fmri_check.m in SPM12 toolbox) when fitting the Full model of the four nodes (i.e., the
pre-SMA, the lSFG, the lOFC and the lMTG) to each subject. The percent variance explained of
each of the 40 subjects is above 90% (the worst result is obtained from the 28th subject, with a value
of 93.17%).

Several limitations and future directions should be mentioned. First, due to the absence
of neuropsychological tests for both drivers and controls, the precise correspondence
between the significant effective connectivity and the specific cognitive functions cannot be
obtained. Second, a relatively small number of subjects were included in this study, and
it would be important to evaluate our findings with a larger sample size. Future works
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should use a pilot dataset to further validate the methodology and main findings of this
paper, and some alternative data denoising procedures should also be applied [51].

5. Conclusions

In conclusion, this paper investigated how driving experience might impact the
intrinsic functional organization of the human brain using a newly proposed framework
that combines functional connectivity with effective connectivity analysis. The main
findings and contributions of this paper can be summarized as follows. First, by dividing
the SMA into two sub-regions, we found three brain regions (the lSFG, the lOFC and
the lMTG) showed stronger functional connectivity with the pre-SMA in the drivers in
comparison to the controls, and these driving-related changes were restricted to the pre-
SMA and did not extend to the SMA proper. Second, the results of effective connectivity
analysis using spectral DCM and PEB further revealed that there existed a hierarchical
architecture with pre-SMA located at a higher level. Third, the directed connection from
the pre-SMA to the lSFG was significantly enhanced in the drivers (using BMR and BMA
analysis) and in the exhibited classification ability to distinguish drivers from controls
(sensitivity = 80%). Our findings suggest that acquired motor skills can be encoded in a
correlated spontaneous activity pattern of specific processing regions.
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