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Natural Language Processing (NLP) can be categorized into the subfields of artificial
intelligence (AI) and linguistics. NLP mainly explores how to make machines understand,
process, reproduce, and generate natural languages. In today’s Internet of Things (IoT)
era, digital devices and cyberspace help people solve their daily needs and problems.
They are not only personal assistants in our daily lives but also play an important role
in sharing humans’ burdens. In other words, the developments of NLP determine the
progress of machines’ developments. In terms of NLP applications, they embrace corpus
analysis, information retrieval (IR), machine translation (MT), part-of-speech (POS) tagging,
semantic analysis, text categorization, and so on. Those applications are closely related
to the processing efficiency of big textual information and directly affect the advances
of information technology (IT). Therefore, to enable machines to understand humans’
intentions and assist humans in more efficient ways and to enhance the quality of human-
computer interactions, proper tools and methods must be developed to improve the
efficiency of NLP.

This Special Issue will focus on technologies and methodologies in the fields of NLP
issues, also considering their combined use with algorithms, corpus-based approaches, IoT
devices, internet resources, and AI methods. This Special Issue contains a total of 15 papers.
Its content covers topics such as corpus design, analysis, and processing; the application
of artificial intelligence methods for natural language processing; NLP applications; text
classification; and corpus linguistics.

In terms of corpus design, analysis, and processing, several notable contributions
stand out. Alfraidi et al. [1] introduced the Saudi Novels Corpus to advance the study
of corpus stylistics in Arabic. Zhang [2] conducted a corpus-based systemic functional
analysis to investigate the syntactic and semantic properties of ‘on the contrary’ in British
university student essay writing. Chen et al. [3] utilized the lexical threshold theory and a
corpus-based word classification method to assess the difficulty level of a military online
English proficiency test.

In terms of applying artificial intelligence methods for natural language processing,
several notable studies stand out. Ahmad et al. [4] employed an enhanced deep learning
model to detect rumors on social media networks. Lin et al. [5] combined the analytic
hierarchy process method with the artificial neural network method to address risk-related
issues in construction projects. Chandio et al. [6] utilized the deep recurrent architecture of
bidirectional long-short-term memory for sentiment analysis in Roman Urdu.

In terms of NLP applications, Alrumayyan and Al-Yahya [7] utilized language model-
ing and neural embeddings to support the task of jurisprudence principles. Al-Ghamdi
et al. [8] employed the fine-tuning of Arabic bidirectional encoder representations from
transformer-based models to develop Arabic pre-trained models. Alanazi [9] used
cryptocurrency-related Twitter text to classify pure and compound sentiments. Nie and
Li [10] introduced a self-adaptive learning framework to propose an automatic label correc-
tion mechanism for identifying mislabeled data and processing label corrections.
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In terms of text classification, Hu et al. [11] combined existing unlabeled data with
prompt learning methods to classify small amounts of Chinese text data. Palomino and
Aider [12] demonstrated that text preprocessing can enhance the accuracy of social media
sentiment analysis classifiers.

In terms of corpus linguistics, Tantos and Kosmidis [13] employed network analysis to
compare and analyze the C58 and STAC annotated corpora. Drawing from the broadcast
news speech corpus and the Bible domain speech corpus, Brhanemeskel et al. [14] used a
text-based query system with an automatic speech recognition module to facilitate Amharic
speech search. Wang et al. [15] integrated the attention mechanism and adversarial training
to propose a cross-lingual entity recognition method, effectively addressing the issue of
semantic dilution.

While submissions for this Special Issue have closed, in-depth research on the devel-
opment and application of natural language processing continues to address various chal-
lenges in natural language processing and artificial intelligence encountered in daily life.
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