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Abstract: Self-adaptive systems are capable of reconfiguring themselves while in use to reduce the 
risks forced by environments for which they may not have been specifically designed. Runtime val-
idation techniques are required because complex self-adaptive systems must consistently offer ac-
ceptable behavior for important services. The runtime testing can offer further confidence that a self-
adaptive system will continue to act as intended even when operating in unknowable circum-
stances. This article introduces an evolutionary framework that supports adaptive testing for self-
adaptive systems. The objective is to ensure that the adaptive systems continue to operate following 
its requirements and that both test plans and test cases continuously stay relevant to shifting oper-
ational conditions. The proposed approach using the Strength Pareto Evolutionary Algorithm 2 
(SPEA2) algorithm facilitates both the execution and adaptation of runtime testing operations. 
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1. Introduction 
When software systems are subjected to changing environments, the open-loop 

structure that traditionally guides software development necessitates human monitoring 
[1]. Software systems are designed with feedback loops so they may adjust on their own 
to changing environments, reducing the need for human supervision. These closed-loop 
systems are known as self-adaptive software systems [2] and they are frequently divided 
into two components: an adaptation engine that realizes the feedback loops and controls 
the adaptable software [1]. Such systems will be crucial for safety-critical applications, 
where they must meet stringent criteria, as mentioned by Calinescu [3]. 

Some strategies cover self-adaptive system testing, but only for later development 
phases [4] through [5], after the systems have been put into use. It is not recommended to 
test the feedback loop in its entirety. Contrarily, we view the testing of self-adaptive sys-
tem components as a prerequisite to early validation because a system with fully inte-
grated adaptive software and a feedback loop is only available in the most advanced 
stages of development [6]. 

There are two major obstacles to utilizing search algorithms to optimize the self-
adaptive system at runtime: First of all, it is challenging to successfully adapt with suitable 
feature encoding in the representation of optimization. The context of a search algorithm 
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may be applied to the SAS design. Managing dependencies between the features is very 
challenging, e.g., changing cache mode requires that the cache feature be turned on. The 
introduction of numerical features might make dependencies even more complex. For in-
stance, in the Tomcat server, the number of maximum threads should not be smaller than 
the size of the minimum spare threads [7]. This is because of SAS’s complex design and 
the inability of most search algorithms to handle dependency restrictions in nature. Sec-
ondly, it is difficult and complex to manage the tradeoffs between several competing ob-
jectives, particularly for SAS dynamically. This is explained by the abundance of potential 
adaptation strategies and the requirement that the chosen strategy works. The contradic-
tory relationships between objectives are further complicated by the dynamic and variable 
character of SAS, making it challenging to investigate the tradeoff relationship. If these 
issues are not properly resolved, the quality of the SAS runtime optimization may be de-
graded, the running overhead may be undesirable, and the tradeoffs may be unbalanced 
[8]. 

Regarding the first challenge, as mentioned above, the conversion of the SAS design 
into the context of the search algorithm was performed manually [2,9,10], which makes 
the process costly. Furthermore, feature dependencies are frequently disregarded, wast-
ing important function evaluation time on incorrect solutions during SAS runtime with 
little assurance of finding accurate solutions. In order to improve SAS during runtime, 
researchers [11,12] have linked the feature model [13] with search techniques. while taking 
category relationships into account. The use of search techniques to solve issues with the 
software product line would be the inspiration for this study [14]. The method frequently 
uses a straightforward binary format to encode all the features. This could result from the 
diverse dimensions and add needless complexity to the SAS at a dynamic level. For the 
second problem, SAS runtime efficiency has been achieved by utilizing exact search 
[11,15] and objectives aggregation as a weighted sum methodology. Modern SAS, how-
ever, frequently demonstrates considerable variability, expanding the search space of all 
potential solutions and making the issue unmanageable. From this point on, the precise 
search may runtime fail to scale. Search-based software engineering (SBSE) typically uses 
stochastic search, especially when combined with evolutionary algorithms, on the other 
hand, tends to be inherently reliable when it comes to tackling issues with extremely huge 
numbers of different solutions [16]. 

When designed correctly, those algorithms can produce approximatively and almost 
optimum solutions for challenging software engineering issues in a manageable amount 
of time [17]. Stochastic search has also been shown to be successful for several real-time 
systems [10,18–20]. Existing methods frequently convert a multi-objective problem into 
an aggregated single-objective problem and then use a single-objective evolutionary algo-
rithm to optimize SAS [9,20]. Although objective aggregation may be advantageous in 
some situations, it has been demonstrated that there are some situations where software 
developers find it difficult to assign weights to various objectives, making it difficult for 
the aggregate to retain a wide variety of solutions [16]. 

NSGA-II [20], a well-known multi-objective evolutionary algorithm (MOEA), has 
been used in studies [2,10,19] to optimize SAS without utilizing weighted aggregation. 
The researchers demonstrated that MOEA is capable of discovering convergent and var-
ied solutions as alternatives to optimizing via objective aggregation that emerges in the 
tradeoff space. 

However, the coarse diversity preservation method of the NSGA-II prevents it from 
offering well-distributed solutions in some circumstances [21]. As a result, it would be 
ideal to have an optimized framework that can easily be used with many MOEAs to opti-
mize SAS without being constrained by a single algorithm. Additionally, because MOEAs 
generate a variety of non-dominated solutions, the SAS is at risk of making unfair com-
promises because there is no proven technique for selecting the best one for adaptation at 
runtime [8]. 
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2. Related Work 
Some state-of-the-art works have been discussed in this section, which becomes a 

motivation for our proposed approach. 
By storing copies on servers at physically distant locations, remote data mirroring 

(RDM) is a data security approach to ensure data availability and reduce data loss [22,23]. 
The RDM network must also efficiently replicate and disseminate data by minimizing 
bandwidth consumption and offering assurance that dispersed data are not lost or cor-
rupted. In reaction to uncertainties, such as dropped or delayed messages and network 
link failures, the RDM can be reconfigured in real-time. Each network link also has a meas-
urable throughput, latency, and loss rate, as well as operational costs that have an impact 
on a controlling budget. These indicators are used to assess the overall effectiveness and 
dependability of the RDM. The RDM can change its network topology and data mirroring 
algorithms to address unforeseen problems. The RDM application can be described and 
executed as a SAS because of its sophisticated and adaptable nature [24].  

Another approach is adopted by [8], where using the elitist chromosomal represen-
tation to encode a problem into MOEA can improve quality and reduce runtime overhead 
for SAS optimization. Such a gain is more likely to be modest when there are few viable 
solutions. The search may be adequately guided by the dependency-aware operators, who 
will discover solutions with greater convergence and diversity, producing better SAS op-
timization. Nevertheless, using dependency-aware operators without making sure the se-
lected adaptation method is balanced may reduce its efficacy. The FEMOSAA approach 
uses different MOEAs to generate better quality for SAS runtime optimization compared 
to the leading frameworks in the literature. Comparing FEMOSAA to modern frame-
works, it has a very low runtime overhead overall. Additionally, the additional work re-
quired for knee selection and dependency-aware operators is minimal; on occasion, they 
can even marginally shorten the MOEA runtime [8]. 

Proteus methodology is a runtime testing management based on requirements. Pro-
teus is a framework specifically designed to execute testing tasks at runtime, such as test 
execution and online adaptation. Proteus offers two layers of test adaptation to achieve 
this: test case parameter value adaptation and test suite adaptation. The management of 
runtime testing activities, such as the modification and execution of test cases and test 
suites, is handled by the Proteus framework. Proteus carries out two primary jobs to aid 
in this strategy. Each SAS configuration has an adaptive test plan specified at design time, 
where each adaptive test plan consists of numerous test suites and each SAS configuration 
corresponds to a specific operational scenario. Second, each time a new SAS configuration 
is run, Proteus conducts a testing cycle that may include numerous iterations that each 
run a distinct test suite. Next, each task is outlined individually [25].  

Our proposed approach can affect SAS and evolutionary algorithms, incorporating 
the best aspects of both disciplines. Researchers can use MOEAs to handle SAS optimiza-
tion without having substantial prior MOEA experience, especially with the SPEA2 
method. The automatic conversion of the feature model into an MOEA context can estab-
lish systematic and understandable domain knowledge for evolutionary computation re-
searchers, who would be able to generate more novel results in terms of the SAS domain. 
As opposed to many search-based software engineering problems, our comprehensive 
methodology extends the internal structure of MOEA by automatically and dynamically 
retrieving SAS domain knowledge. Future work will expand SPEA2-SAS to manage ad-
ditional competing objectives and apply it to other SAS domains.  

3. Proposed Approach-SPEA2-SAS 
3.1. Optimizing Test Cases Generation for Large Adaptive Systems 

The SPEA2-SAS approach is based on a feature model for handling runtime testing. 
SPEA2-SAS is a framework specifically designed for running testing operations. A frame-
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work for handling runtime testing activities, such as the adaptation in terms of SAS fea-
ture model configuration and execution of test cases and test suites, is called SPEA2-SAS. 
SPEA2-SAS carries out two primary jobs to aid in this strategy. Each SAS configuration 
has an adaptive test strategy specified at design time, where each adaptive test strategy 
consists of numerous test suites and each SAS configuration corresponds to a specific op-
erational scenario. Second, each time a new SAS configuration is run, SPEA2-SAS con-
ducts a testing cycle that may include numerous iterations that each run a distinct test 
suite. An adaptive test strategy includes every test suite that might be created for a specific 
operating environment or set of system and environmental characteristics. To do this, for 
each SAS setup, SPEA2-SAS creates an adaptive test strategy that consists of a default test 
suite and several intermediate, automatically created test suites. We also need to discuss 
how the intermediate test suites are derived at runtime as well as how the default test 
suites are derived at design time. 

For illustration purposes, consider that a SAS test engineer is setting up an adaptive 
test strategy for a certain SAS configuration in response to a specific set of operational 
conditions. In our case, two objectives need to be optimized: (1) testing cost and (2) the 
number of test cases that need to be optimized using the SPEA2 algorithm. There will be 
two types of test cases, valid tests and invalid tests, depending on the valid and invalid 
configurations of the feature model as a SAS configuration. To achieve optimized test ad-
aptation, the SPEA2-SAS approach dynamically develops test suites at runtime. A new 
optimized test suite is generated based on the SAT solver methodology adopted in our 
research work. The SAT solver approach has been mentioned in this research work, which 
helps to select the features, and the SPEA2-SAS optimizer used a recursive loop that 
searched for feature combinations dynamically. Due to the continuous dynamic environ-
ment, the encoded recursive loop continuously adapts the SAS in order to enhance quality 
in terms of two-objective optimization. The adaptation process monitors the SAS and pa-
rameter values then finally updates the objective functions. The proposed selection 
searches for the best-balanced solution for adaptation in the form of non-dominated solu-
tions. We consider a solution’s execution order as a separate concern from optimization. 
We thus expect that, given a legitimate and optimal solution, the proposed method will 
enforce the proper order of execution by assessing the dependencies in the feature model. 

If any fault occurs in terms of invalid test suits, the SAS infrastructure should recon-
figure the feature model system and launch a fresh testing cycle with the reactivation of 
the valid test cases. The SAS can change features at runtime to optimize for different non-
functional quality parameters like response time, cost, etc. SAS is frequently built to dy-
namically search for the feature combinations that lead to the best solutions to accomplish 
this aim and the adoption of search algorithms. 

Figure 1 shows the SPEA2-SAS architecture with two main components: (1) describes 
the configuration scenario that creates valid configurations, (2) responsible for an adapt-
able scenario based on an evolutionary algorithm with the capacity to adapt feature com-
binations at runtime to optimize for various nonfunctional quality metrics, such as reac-
tion time and cost.  
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Figure 1. SPEA2-SAS based architecture. 

3.2. Transforming Feature Model of SAS to Evolutionary Algorithm (SPEA2) 
It is challenging to select the appropriate features and encode them into the repre-

sentation of the search algorithm in a complicated SAS that has numerous features and 
settings. A potential search algorithm's capacity to search may therefore be positively or 
negatively impacted by the encoding of features. Such a representation creates the essen-
tial search space of the issue that has to be investigated in order to improve the SAS during 
runtime. Existing work [11, 12] merely encodes each feature in binary form and is redun-
dant since certain elements in the SAS design might reflect the same aspect of variability 
[26] or do not contribute to the SAS’s variability.  

3.3. SAS Design Dependencies and Conflicting Objectives 
Numerous popular stochastic and exact search algorithms (like MOEA) are not built 

to handle dependence constraints. Because of this, handling dependencies can be chal-
lenging, especially when there are a variety of categorical relationships included in the 
SAS dataset. If the constraints are handled incorrectly, then there are chances of degrada-
tion in adaptation quality [12]. Modern SAS frequently exhibits considerable unpredicta-
bility in the generation of a large number of configurations, which causes the search space 
to explode. To achieve numerous conflicting quality objectives in SAS at once, choices 
must frequently be made. The relative relevance of objectives may generally be accurately 
measured as numerical weights, which is challenging in some circumstances [16], accord-
ing to several existing methodologies [9]. When such weights are improperly stated and 
represented, they invariably have a detrimental effect on the search process and lead to 
undesirable, subpar adaptation quality. Establishing a balanced compromise between ob-
jectives is considerably harder. These issues serve as the driving force behind our pro-
posed approach, which automatically combines a particular feature model with a MOEA.  

3.4. SPEA2 Approach for Optimizing the Objectives 
SPEA2 makes use of a near-neighborhood density estimate approach, allowing it to 

direct its search strategy. SPEA2 employs the fitness assignment method, which takes into 
account each individual and how they impact or control others and vice versa [27]. In their 
research work, Gueorguiev et al. used the multi-objective genetic algorithm (MOGA) 
SPEA2 to solve time and robustness problems in software project planning with better 
Pareto fronts for positive results [28].  

Figure 2 explains the pseudocode of the SPEA2 algorithm, where fitness criteria for 
each individual are described in the population. 



Appl. Sci. 2023, 13, 11324 6 of 14 
 

 
Figure 2. Pseudocode of SPEA2 [29]. 

Figure 3 shows the SPEA2 algorithm workflow according to our proposed problem 
with two objectives (cost and time) that need to be optimized. First of all, the proposed 
procedure is initialized with a large configurable SAS. Then, the two objectives’ fitness 
functions are defined. These fitness functions use parameter values, and these values are 
mentioned in section 4. The procedure works until optimized results are generated. How-
ever, if the stop condition is not fulfilled, then the procedure goes back to the mating cri-
teria and variation process, and these values are given to fitness functions, and the re-
maining procedure works in the same manner to generate results.  

 
Figure 3. SPEA2 procedure workflow. 

4. Experiments and Results 
Objective Functions 

The objectives (fitness) function as input utilized in the optimization is also defined 
with assistance from the elitist chromosome representation as mentioned above in the 
previous sections.  

Due to the fact that the framework itself does not rely on any assumptions on how 
those objectives are organized internally, it is important to note that SPEA2-SAS works 
with a variety of measurable quality objectives while being indifferent to how the actual 
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objective operates. It is also feasible to take into account more than two objectives with 
SPEA2-SAS, but we only do so in this article for the sake of a more understandable expla-
nation because the basic idea behind multi-objective optimization holds optimization re-
gardless of the number of objectives. As long as they are consistent with the genes de-
scribed by SPEA2-SAS, the actual goal functions used by SPEA2-SAS can be constructed 
using a variety of modeling methodologies from the literature (e.g., machine learning-
based [18,30,31], analytical [32], and simulation-based [33]).  

The elicited dependency chains and combinations of the genes are smoothly fed into 
the mutation operation at runtime to stop the generation of invalid offspring while mu-
tating the solutions. In this study, we base our analysis on the boundary mutation opera-
tor, in which each gene is affected according to a mutation rate. A gene’s optional values 
are assigned at random utilizing the mutation rate. The mutation operator was selected 
for experimentation because (a) it is widely used operator and (b) it deals with optimiza-
tion problems to pick a random value from predefined values in the form of a tree for a 
SAS feature model, which is especially appropriate for our proposed optimization prob-
lem regarding SAS systems. However, because the breach of dependence is avoided any-
time a gene is altered, SPEA2-SAS may easily be modified to work with any additional 
operators that change the genes similarly to the mutation operator.  

When exchanging elements of the solutions, it is vital to eliminate invalid offspring, 
just like during the mutation process. To do this, the supplied crossover operator in the 
MOEA can be utilized with the extracted dependency chains and the merged value trees. 
In our study, there is also dependency on the crossover method, which involves two genes 
from different parents that are located in the same place on the chromosome and may be 
switched depending on the crossover rate. These uniform crossover operators were se-
lected because they reduce the issue of gene position, which makes it easier to moderate 
other SAS design constraints by making them less sensitive to the proximity of highly 
reliant genes (features) in the encoding. It is simple to adapt SPEA2-SAS to operate with 
any other operator like mutation or crossover, provided that each pair of switched genes 
is always at the same place in the encoding. This is because whenever a pair of genes is 
switched, the violation of dependency is averted. 

The violation of dependence is, however, avoided anytime a pair of genes is 
switched; hence, it is simple to adapt the SPEA2-SAS approach to operate with any other 
operators such that every pair of replaced genes would always be in the same place in the 
encoding. 

The following two objectives need to be optimized:  
1. Minimizing the Test Cases (OBJ1) 
2. Minimizing the Cost (OBJ2) 

We performed extensive tests to assess the efficacy of the SPEA2-SAS approach by 
contrasting it with its variations and cutting-edge frameworks under various metrics uti-
lizing the actual operating feature model SAS. We specifically employ hyper-volume and 
a population size of 500 for SPEA2. The volume of the goal space is presented using the 
hype volume measure, and Pareto front A dominates this space. To assess the quality of 
the spread and convergence of the non-dominated solution set, a hyper-volume quality 
indicator is used. The greater the performance of an algorithm, the higher the HV value 
will be. This metric generates a single value that aids in estimating solutions that are not 
dominated [34].  

For our real-time tests, we set up two feature models of SAS that are adopted for 
experiments. The two separate SASs are intended to look at the universality and applica-
tion of SPEA2-SAS across various parameters. The proposed approach assists in showing 
how SPEA2-SAS may be used to analyze various feature models, reliance designs, envi-
ronmental variables, aspects of quality targets, and levels of objective differences. In gen-
eral, the large number of constraints means the feature model SAS is under more pressure, 
which reduces the number of viable solutions and increases the complexity of the issue. 
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The objective is to continuously decrease the following two incompatible quality criteria 
in the form of two-objective optimization.  

We believe this is the case because, even though SPEA2-SAS can direct the search for 
better solutions, the advantages of avoiding the exploration of invalid solutions, which 
could be highly unbalanced for the competing objectives, have been overshadowed by 
randomly choosing a solution for adaptation from the final non-dominated options. In 
our experiments, the parameters have been customized for runtime efficiency concerning 
quality and overhead, or they are standard values. SPEA2 used in the experiments is ex-
tended from the MOEA framework [21].  

Table 1 shows the SAS feature models selected for the experimentation process. The 
two feature models have been selected: SmartHome 2.2 and Coche Ecologico; their attrib-
utes have been mentioned in detail in Table 1, like the total number of features, configu-
rations, and number of pairs. 

Table 1. Feature model SAS. 
Feature Models Features Configurations Number of Pairs 
Smart Homev2.2 60 3.87 × 109 6189 
Coche Ecologico 94 2.32 × 107 11,075 
Table 2 describes the number of parameters that have been adopted in our experi-

ments. Before starting the experiments, parameter settings are adopted. To have a con-
sistent outcome and to compare the effectiveness of the algorithms used in experiments, 
the fixed parameters have been decided upon at the beginning. The population size, the 
maximum number of assessments, the size of FM, crossover, and mutation rates are the 
selected parameter values. The number of evaluation iterations for each FM and method 
is the specified benchmark to determine whether to discontinue the experiment process.  

Table 2. Parameters used for SPEA2 algorithm. 
Parameter Values 

Population Size 250 
Number of Generations 500 

Crossover Rate 60% 
Mutation Rate 40% 

Table 3 displays the feature models (FMs) chosen for the experiment in the first col-
umn, along with the methods, solutions, generation convergence, and elapsed time (in 
milliseconds) in the other columns. The duration of time that an algorithm takes to com-
plete from beginning to end is known as the elapsed time. The amount of time is expressed 
in milliseconds. 

Table 3. Number of solutions with elapsed time. 

Feature Model Algorithm Pareto Fronts 
Solutions 

Generation 
Convergence 

Elapsed Time 
(Millisecond) 

Smart Home v2.2 SPEA2 200 16 25,991 
Coche Ecologico SPEA2 211 15 76,827 

The proposed approach generated solutions that maintain a balanced trade-off be-
tween all objectives. This is especially intriguing since SPEA2-SAS targets situations 
where the relative relevance of SAS’s competing objectives is uncertain and their quanti-
fication is too challenging. These balanced solutions are probably to occur around the ob-
vious curve, showing a good compromise of solutions in terms of two objectives, as we 
can see in Figure 4, which offers options that minimize both the number of test cases and 
cost. These Pareto front solutions, also known as the extreme solutions, are often the ones 
that have the worst outcomes for each individual target. Finding these solutions in a non-
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dominated set is comparable to seeking the solution or solutions with the greatest general 
distance from the set’s extreme solutions.  

 
Figure 4. Optimal solutions Pareto front. 

To accomplish this, we implement a SPEA2 technique for selecting just one solution 
from the MOEA results set. We are given the final non-dominated set produced by the 
feature-guided MOEA, as illustrated in Figure 4. SPEA2-SAS may operate with a variety 
of MOEAs with no loss of generality. In this study, we use one MOEA to run SPEA2-SAS. 

We utilized these feature models by keeping track of the SAS data under a random 
workload for 250 intervals to balance the objective functions in this study, and then the 
feature models are progressively and dynamically modified during runtime. On the fea-
ture model, we also included several categories and numerical relationships. At each iter-
ation, we modified the throughput and cost of particular concrete services step by altering 
their variety level following the hypervolume measure, simulating dynamism and unpre-
dictability under time-varying environmental circumstances. More varied concrete fea-
ture models typically indicate SAT solver adaptation solutions, which lowers the number 
of efficient solutions and hence makes the task more challenging. Here, we can evaluate 
maximizing and minimizing the following competing objectives for the total composition. 

Additionally, for each interval, we contrast the percentage of appropriate adaption 
strategies discovered in the final population. It is unclear whether the elitist chromosome 
representation outperforms the traditional binary representation, as the aforementioned 
comparison only shows the elitist chromosome representation and dependency-aware op-
erations provide good combinatorial performance and SAT solver selection. The main rea-
son why elitist chromosome representation outperforms traditional binary representation 
is that it fundamentally reduces the search space without affecting SAS’s original varia-
bility, increasing the likelihood that MOEA will find the best solutions, producing more 
valid solutions and higher-quality results.  

5. Discussion 
The quality of the searched valid solution determines how effective the proposed 

approach is. It is demonstrated in the above sections, when the search process wastes time 
exploring invalid solutions, the quality of the solutions in the final population may suffer, 
which would have a negative impact on the advantage provided by our proposed method 
SPEA2-SAS for the same reason.  
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5.1. State-of-the-Art Comparison 
We contrast SPEA2-SAS with the following cutting-edge search-based frameworks 

from the literature to assess its efficacy further: 
PLATO [9] is an optimization strategy that uses the famous single-objective evolu-

tionary algorithm genetic algorithm together with a weighted sum of the objectives. Ad-
ditionally, it does not take dependence into account while optimizing, thus we employ 
the same method as SPEA2-SAS. To identify the most effective solution, we assign the 
objectives equal weights. We chose elitist chromosome representations as PLATO relies 
on manual transposition to make comparisons that are fair and remove bias in repeatabil-
ity. 

FUSION [11] is a framework that uses SAS optimization as an integer programming 
issue using a model-based approach with an aggregate objective function that is solved 
using an exact algorithm (in the tests, we employ branch-and-bound). FUSION solely 
takes into account category dependence and employs a binary representation of the solu-
tions. As a result, when there is no viable option, we correct the numerical dependence 
violations. 

SPEA2-SAS achieves competitive results on runtime overhead in comparison to 
state-of-the-art frameworks, but the actual time required by SPEA2-SAS depends on the 
underlying MOEA. Notably, FUSION has the highest overhead because its exact algo-
rithm cannot scale with a large search space, and the optimization runs are frequently 
forcibly returned. SPEA2-SAS’s ability to develop synergy between SAS software engi-
neering and evolutionary computing is its most prominent advantage. Software program-
mers are given the freedom to modify an MOEA’s behaviors in whatever way they are 
accustomed to (i.e., the feature) without in-depth knowledge of evolutionary algorithms 
in general. 

SPEA2-SAS makes use of MOEA [35], which is particularly appropriate in situations 
where the concerned weights of the objectives are uncertain and also challenging to de-
fine. We do admit that there are situations where the relative importance of competing 
goals is stated explicitly. In such instances, the strength of elitist chromosome representa-
tion and dependency-aware operators may still be utilized by the SAS. It is also important 
to note that MOEA does not ensure optimum solutions, but it is particularly effective at 
generating accurate approximations to difficult, nonlinear problems that would otherwise 
be impractical to solve by exact optimization. Therefore, we do not advocate utilizing the 
SPEA2-SAS approach for SAS that is straightforward, has a small search area, and can be 
resolved with an exact search that produces the best solutions. 

To tackle our SAS optimization challenge, however, search-based software engineer-
ing methods, notably evolutionary algorithms, present a potential approach. This is be-
cause of the algorithms’ dynamic nature, which allows them to undertake optimization 
without requiring in-depth knowledge of or presumptions about the issue at hand (such 
as the SAS’s characteristics or the environment). Additionally, it is possible to develop 
roughly optimal solutions for even the most difficult situations because of the concepts of 
natural evolution and population. 

5.2. Threats to Validity 
The most frequently evaluated quality aspects of SAS from the literature [36,37] were 

chosen for our experiments in this work, including response time, throughput in terms of 
test cases, cost, etc. However, there are some questions about whether the metrics we used 
can truly reflect what we want to measure. 

The stochastic nature of the SPEA2-SAS that was taken into consideration in the ex-
periments may potentially imply a threat to the construct validity, which can influence 
the measurements. To accurately interpret the results analysis for stochastic search-based 
optimization, it is a fact that representative measurements for the different quality metrics 
were evaluated using hypervolume and space, which are often used metrics to assess the 
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quality of solutions to multi-objective optimization problems [21,38]. Indeed, as noted in 
Acuri and Briand [39], numerous runs are required to meaningfully interpret the data for 
stochastic search-based optimization. By employing the design outlined in Acuri and Bri-
and [39], which included carrying out 500 optimization runs for two feature models of 
SAS, we were able to reduce this bias.  

We also examined the commonly used but unique SPEA2 under two operating mod-
els of SAS and various parameter settings, which might vary the runtime behaviors of the 
SAS, to increase the universality of experimental evaluations. It is challenging to claim 
total generality even though our testing on the instances approximates real and industrial 
size; such a demand would need a considerably larger number of independent domain-
specific examples and needs to be carried out by software developers or testers.  

6. Conclusions 
To optimize SAS at runtime, this article introduces SPEA2-SAS, a unique framework 

that automatically combines a SAS feature model with an MOEA in a systematic way. To 
build a chromosome representation, SPEA2-SAS identifies elitism characteristics at design 
time, including categorical and numerical ones. It then extracts gene dependencies, which 
are subsequently utilized to expand the underlying MOEA for runtime optimization. The 
engineers’ domain expertise, the feature model, may narrow the search space and guide 
the search, boosting the likelihood of coming up with better solutions. 

SPEA2-SAS further identifies optimal solutions that produce a balanced tradeoff be-
tween two objectives. We also demonstrate how SPEA2-SAS produces better and more 
balanced results for tradeoffs with reasonable overhead by thoroughly contrasting it with 
its variants and cutting-edge frameworks on two complex real-world SAS with different 
parameters like mutation, crossover values, etc. In particular, the most noteworthy find-
ings of SPEA2-SAS include the following; (1) While using the elitist chromosome repre-
sentation to encode an issue into MOEA can enhance quality and reduce runtime over-
head for SAS optimization, such a gain is more likely to be modest when there are few 
viable options, like when the workload is high in terms of a large number of features of a 
SAS, (2) The search may be adequately guided by the dependency-aware operators, who 
will discover solutions with greater convergence and diversity metrics like hypervolume 
as mentioned in the above sections, producing superior SAS optimization. However, us-
ing dependency-aware operators without making sure the chosen adaptation method is 
balanced may reduce its efficacy, (3) The choice of SAT solver aids in locating a more 
sensible adaptation strategy in terms of a valid test case suite, (4) SPEA2-SAS, with the 
tested SPEA2, delivers statistically and practically better quality for SAS runtime optimi-
zation than the state-of-the-art frameworks from the literature. 

The proposed work influences and develops the synergy between evolutionary com-
puting and software engineering for SAS, incorporating the best aspects of both disci-
plines. Software developers may use MOEAs to solve SAS optimization without having 
substantial prior MOEA experience, especially with SPEA2-SAS. On the other hand, au-
tomating the feature model’s conversion into an MOEA context can help to learn MOEA 
and create domain expertise understandably and systematically for academics studying 
MOEA, which can help in designing SAS algorithms that are more effective. 

As opposed to many search-based software engineering (SBSE) problems, our deeper 
synergy extends the internal structure of MOEA by automatically and dynamically re-
trieving SAS domain knowledge. In subsequent work, we want to enhance SPEA2-SAS to 
manage additional competing objectives by applying it to more SAS domains. 

We believe that combining techniques like the one we have described with ap-
proaches from a different category will have a similar positive impact on quality assur-
ance for SASS. According to what we understand, this is especially true for SAS, where 
runtime surprises may occur and need to be properly handled. However, testing must 
still be carried out before a system is put into use to guarantee at least a foundational level 
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of SAS quality. The proposed testing method can be developed in many ways in the fu-
ture. Instead, we may utilize coverage criteria and a formal model to automatically gen-
erate test inputs and oracles taking SAS and its environment’s unpredictability into ac-
count.  

Our proposed work has contributed to the multi-objective research area in the fol-
lowing ways. First, the main reason why elitist chromosome representation outperforms 
traditional binary representation is that it basically minimizes the size of the search space 
without affecting SAS’s original variability, increasing the likelihood that the selected 
MOEA (SPEA2) will find the best solutions, which will result in more valid solutions and 
higher-quality solutions generated with a shorter running time of the MOEA.  

Second, despite the fact that SPEA2-SAS can direct the search for better solutions, it 
has the advantage of avoiding the exploration of invalid solutions, which could be highly 
unbalanced for the competing objectives. However, a solution from the final non-domi-
nated solutions is randomly selected for adaptation. Third, as compared to other frame-
works mentioned above, the contribution of SPEA2-SAS is that it demonstrates how the 
use of selection, operators, and elitist representation may direct the MOEA to produce 
outputs of higher quality even when employing various underlying MOEAs. 

In further work, we intend to assess SPEA2-SAS in other extreme situations with 
large SAS models and constrained computing resources. It is important to keep in mind 
that developing the tests and setting up the SAS are not simple tasks, and they may cost 
money. The authors want to extend their future work by utilizing the optimization strat-
egies indicated in the research of other scholars [39–47]. 
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