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Abstract: To solve the problem of low classification accuracy caused by differences in object types,
shapes, and scales in SAS images, an object classification method based on a deformable residual
network and transfer learning is proposed. First, a lightweight deformable convolution module
DSDCN was designed by adding offsets to a traditional convolution, to adapt to objects with
different shapes in SAS images, and the depthwise separable convolution was used to optimize the
module. Second, a deformable residual network was designed with the DSDCN, which combined
the traditional depth features with deformable features for object representation and improved the
robustness of the model. Furthermore, the network was trained by the transfer learning method
to save training time and prevent model overfitting. The model was trained and validated on
the acquired SAS images. Compared with other existing state-of-the art models, the classification
accuracy in this study improved by an average of 6.83% and had an advantage in the amount of
computation, which is 108 M. On the deformation dataset, this method improved the accuracy, recall,
and F1 scores by an average of 5.3%, 5.6%, and 5.8%, respectively. In the ablation experiments of the
DSDCN module, the classification accuracy of the model with the addition of the DSDCN module
improved by 5.18%. In addition, the training method of transfer learning also led to an improvement
in model classification performance, reflected in the classification accuracy, which increased by 7.4%.

Keywords: deformable convolution; residual network; transfer learning; SAS image; underwater
object classification

1. Introduction

Automatic Target Recognition technology has been a research hotspot in recent years
and has attracted great attention from scholars [1–3]. Sonar images are an effective means
of expressing underwater objects. with the booming development of synthetic aperture
imaging technology, the acquisition of high-resolution underwater images is guaranteed,
and the study of object classification in sonar images has become an important topic in the
intelligence of modern sonar systems [4–6]. However, the complexity of the underwater
environment makes the sonar images subject to noise interference and unclear edges [7,8].
In addition, there are differences in object type, shape, and scale, which make feature
extraction difficult.

Researchers have conducted extensive research on underwater object classification for
a long time. In ref. [9], a template matching method is proposed, which uses the correlation
of object echoes and shadow features to achieve the classification. In ref. [10], invariant
moment features and support vector machines are used to implement the classification
and recognition of objects in sonar images. In addition, the fusion of shape features and
texture features of the object can effectively improve the accuracy of underwater object
recognition [11]. While the above methods of manually designing and extracting features

Appl. Sci. 2023, 13, 899. https://doi.org/10.3390/app13020899 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app13020899
https://doi.org/10.3390/app13020899
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://doi.org/10.3390/app13020899
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app13020899?type=check_update&version=1


Appl. Sci. 2023, 13, 899 2 of 16

achieve certain results, they require high professional domain knowledge. Some key
information may be lost during the feature extraction, and the robustness and generalization
ability of the model is lacking.

In recent years, convolutional neural networks, as an important tool for image pro-
cessing, have independently learned effective features from training data for different tasks
and show great superiority in image feature extraction, object detection, and classification
efficiency. Features of objects are extracted by the convolutional neural network, and the
classification is realized by a support vector machine in [12]. In ref. [13], an automatic
target recognition method is proposed, which combines a CNN-based detector with a prob-
abilistic grid map to achieve the detection and recognition of objects in forward-looking
sonar images. In ref. [14], the use of a feature pyramid network combined with multi-scale
features to automatically detect underwater targets has high efficiency. In the field of object
detection, researchers use YOLOV4 and YOLOV3 as the backbone networks to achieve
object detection through the use of dense layers and spatial pyramid pooling, offering
better performance compared to current popular methods [15–17].

However, the above convolutional neural networks use fixed-shape convolutional
kernels, which are often sampled in regions of no interest to the image and have inherent
drawbacks for modeling complex shapes. The deformable convolution proposed by [18]
can solve this problem by adding the offset of sampling points on the regular convolution,
but the calculation produces a large number of parameters [19–21]. When using deformable
convolutional theory for object classification, it is important to exploit its advantages in
feature extraction on the one hand, and to be aware of the problem of long training times
due to the complex computational process on the other. Therefore, it is important to choose
a suitable backbone network and optimize the network structure. In addition, the problem
of small samples is also an important factor limiting the performance of object classification,
for which many scholars use the theory of transfer learning for model optimization [22].

To address the above issues, based on existing research, an underwater object classifi-
cation method for SAS images based on deformable residual network and transfer learning
is proposed. The innovation is reflected in several aspects. (1) The method uses ResNet as
the basic network and downsampling at the input layer, then extracts the depth features of
objects through multiple residual blocks, and the average improvement in classification
accuracy is over 6%, compared to other models. (2) The lightweight deformable convo-
lution module DSDCN is designed to increase the sampling offset so that the sampling
points of the convolution kernel can change adaptively according to the object shape, to be
more adaptable to objects with different shapes. (3) During the calculation of the offset, the
depthwise separable convolution is used to reduce the network parameters and computa-
tional complexity while enhancing the spatial sampling capability, and the computational
complexity can be reduced to one ninth of the original, compared to standard convolution.
(4) Then, the simulation datasets are constructed to reduce model overfitting using transfer
learning, and the classification accuracy is improved by 7.4%. In summary, the method
designed in this study can change the shape and location of the actual sampling points of
SAS images according to the morphology of the object, so that the network can focus on
the region of interest and improve the feature extraction ability and classification accuracy.

The remainder of this paper is organized as follows: In Section 2, we analyze the
characteristics of SAS images. In Section 3, we design the deformable convolution module
DSDCN that can perform deformable sampling. Then, the structure of the underwater
object classification network DSDCN-ResNet is proposed in Section 4. The dataset descrip-
tion and experimental results for the classification tasks are demonstrated in Section 5. The
conclusions of this work are highlighted in Section 6.

2. Analysis of SAS Image Characteristics

During the operation of a synthetic aperture sonar (SAS), the sonar moves at a uniform
speed along the azimuth and emits signals at a certain pulse interval while receiving the
echoes reflected from the object [23]. The acquired images are characterized as follows:
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(1) Due to the influence of the imaging equipment and marine environment, there
is speckle noise in sonar images, resulting in a low signal-to-noise ratio of images. The
edge of the object in the image is blurred, and there is less detailed information, such as
texture [24]. On the whole, the object is higher in energy and more complete in form but
does not have a regular geometry.

(2) SAS adopts the principle of side-view imaging, which may lead to a large difference
in the appearance of the same object at different angles, and the morphology of different
objects at a certain angle may have a large similarity. The objects in the image have the
problems of high inter-class similarity and high intra-class difference.

(3) The complexity of the underwater environment and the speed of the platform may
lead to some geometric distortion in the sonar image. Under this influence, the object may
also undergo certain geometric changes [25].

The sonar images of several different classes of objects are shown in Figure 1.
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Figure 1. Examples of sonar images of four different classes of objects: (a) Real object A. (b) Real
object B. (c) Real object C. (d) Real object D.

3. DSDCN Module

Convolutional neural networks have powerful feature extraction capabilities and
play an important role in sonar image processing. Deformable convolutions derived from
convolutional neural networks are capable of deformable sampling and have irreplaceable
advantages in underwater object classification. In this study, we optimized the structure of
deformable convolution to reduce the deformable convolution.

3.1. Defects of Traditional Convolution and DCN Module

SAS images differ significantly from natural images in that SAS images do not have
color information. Under noise interference, the object has no regular edges. The energy
concentration region contains both object and background noise with an irregular shape,
and the difference between object classes is not obvious. Since the shape of the traditional
convolution kernel is fixed, only the local feature information extraction can be realized
during the convolution calculation. Therefore, there are some drawbacks when using
traditional convolutional neural networks for object classification, though they have high
efficiency [26,27].



Appl. Sci. 2023, 13, 899 4 of 16

In Figure 2, differences in the shapes and sizes of objects in SAS images can be seen,
and the morphology of the objects varies at different imaging angles. If the traditional
convolution kernel is used for feature extraction, the pixel proportion of the effective
information of the object becomes smaller than the background pixel, and the background
information causes serious interference with feature extraction [28].
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Figure 2. Sampling position of traditional convolution on objects in SAS Image. (a) Real object A.
(b) Real object B. (c) Real object C. (d) Real object D. The red point is the position of the sampling
points of traditional convolution.

The deformable convolution allows the sampling grid to deform freely by adding
a two-dimensional offset. with it, instead of traditional convolution, the model will en-
hance feature extraction capability and be adaptive to objects with different sizes and
shapes [29,30]. The schematic diagram of a simple deformable convolutional network is
shown in Figure 3.
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Figure 3. Schematic diagram of a simple deformable convolutional network. (Green) Nine sampling
points of traditional convolution. (Blue) Points of normal sampling points add offset. (a) Nine
sampling points of traditional convolution. (b–d) Several examples of deformable convolutional. The
arrows represent the direction and distance of the deformable convolution.

3.2. DSDCN Module

The traditional convolution kernel can realize “deformable learning” by adding offsets.
However, the high computational cost of offsets increases the running time of the network,
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which is not suitable for feature extraction in complex scenes. According to the existing
research, the depthwise separable convolution deposes traditional convolution into a
depthwise convolution and a 1 × 1 pointwise convolution, which can reduce the model
parameters and calculate consumption [31]. Therefore, the deformable convolution can
be improved by the depthwise separable convolution to enhance the running speed of
the network, which can obtain a depthwise separable deformable convolution network
(DSDCN). The relevant theories of offset calculation are as follows:

The convolution kernel in traditional convolution is usually sampled as a sliding
window within a regular grid R on the input feature map x [32]. For example, R =
{(−1,−1).(−1, 0), . . . , (0, 1)(1, 1)} represents a sampling grid with a stride of 1 for a 3 × 3
convolution. For each position p0 in the output feature map y, the feature value y(p0) [33]
can be calculated by

y(p0) = ∑
pn∈R

w(pn)x(p0 + pn), (1)

where w(pn) is the convolution kernel weight of this sampling position, x(p0 + pn) is the
input feature value of the sampling position, pn is all sampling positions in the receptive
field, and R is the receptive field. In the DSDCN module, each point in the sampling grid R
is added by offset {∆pn | n = 1, · · · , N}, N =|R|, which is

y(p0) = ∑
Pn∈R

w(pn)x(p0 + pn + ∆pn), (2)

where x(p0 + pn + ∆pn) is the input feature value of the sampling offset position, and ∆pn
is the offset of the sampling position.

The structure of DSDCN is shown in Figure 4. The implementation of the module is
as follows:
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(1) Record the size of input feature map x as DF × DF × N, and ensure the feature
map is sampled by depthwise separable convolution;

(2) After depthwise separable convolution, the size of the output feature map remains
the same and is calculated as DF × DF × 2N, where the 2N represents the learned offset in
two directions. Since the pixels have both horizontal and vertical directions, the number of
offset channels is twice the number of x;
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(3) The above offset represents the offset of the index of each pixel in the input feature
map x. By adding the index value of the pixel in the input feature map x to the offset, the
coordinates of the offset pixel in the original feature map can be obtained;

(4) Since the distribution of sampling points is not fixed, and the offset is generally
not an integer, to obtain accurate pixel values and achieve backpropagation, a bilinear
interpolation is used to obtain the pixels corresponding to the coordinate positions.

In DSDCN, both the size and direction of the offset need to be obtained through network
training. Figure 5 shows the sampling points for the feature extraction of SAS images by
the DSDCN proposed in this paper, with the red points being the actual sampling locations
of the convolution kernels. Compared with the traditional convolution sampling points in
Figure 2, the sampling position of the convolution kernel is changed, with the sampling points
concentrated in the energy concentration region of the image. It can be seen that by training
the network, the module can improve the feature extraction capability of the network by
focusing the sampling points on the region of interest during the feature extraction.
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4. Object Classification Network DSDCN-ResNet

Aimed at addressing the shortcomings of conventional convolution neural networks
in feature extraction, the object classification network DSDCN-ResNet was designed in this
study. DSDCN-ResNet is based on ResNet and adds deformable convolution to optimize
the model and to improve the classification performance of the model.

4.1. ResNet in SAS Image Classification

In recent years, convolutional neural networks have shown excellent performance
in object classification tasks. Compared with shallow neural networks, deep neural net-
works have more nonlinear mapping structures, and with the deepening of network layers,
their nonlinear expression ability is stronger, which is more beneficial for abstract feature
acquisition. However, the increase of deep network layers brings the problem of gradi-
ent extinction. The residual module in ResNet networks allows for shortcut connections
between convolutional layers, which can effectively avoid this problem in backpropaga-
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tion [34]. The structure of the residual module is shown in Figure 6, where x is the input
and F(x) is the residual mapping. In Figure 6a, the output of the residual module is

H(x) = F(x) + x, (3)

when F(x) = 0, and the residual module realizes identity mapping. The output of layer L is:

H(xL) = xl +
L−1

∑
i=l

F(xi), (4)
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In Figure 6b, when the input and output dimensions of the residual block are different,
a convolutional layer is added to the shortcut connection to perform a linear transformation
to obtain a valid output. The model learns only the input and output of the residual
blocks during training and directly transfers the error to the upper layer through a shortcut
connection, which has good performance in image feature extraction [35].

Since the residual blocks in ResNet use traditional convolution kernels with fixed
sizes and shapes, which can only achieve the extraction of fixed local features, the original
ResNet cannot be directly applied to the object classification of SAS images.

4.2. Structure of DSDCN-ResNet

This section discusses the depthwise separable deformable residual classification network
DSDCN-ResNet, designed based on ResNet with the DSDCN module. The network structure
is shown in Figure 7, including the input convolution module, the feature extraction module,
and the classification module.

Stage 1 was developing the input convolution module, which contained three convo-
lution layers. The purpose was to downsample the input image before the residual blocks
to avoid the computational explosion caused by the large input image. This operation first
ensured that the improved network had the same receptive field as the original network,
and then it could increase the network depth to further extract deep semantic information.

Stage 2 was the feature extraction module, which introduced the DSDCN module
in Section 3.2 into the feature extraction of ResNet. This module could adaptively adjust
the size and shape of the convolution kernel according to the characteristics of the object
and realize the sampling of the offsets. Then, the bilinear interpolation algorithm was
used to pool the sampling points to efficiently extract the robust features at different scales
and enhance the discrimination of objects. DSDCN modules were added after the third
convolutional layer and the residual blocks. The first DSDCN module extracted the shallow
features of the object, followed by the depth residual features using Conv Block and Short
Block. The second DSDCN module represented the object jointly with deformable and
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traditional depth features, to improve the robustness of the model and make it more
applicable for underwater object classification [36].
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Stage 3 was the classification module, which used Softmax to achieve the classification
of objects in SAS images. In addition, the ReLU nonlinear activation functions were used
in each convolutional layer and residual block during the network propagation to reduce
model overfitting and enhance the nonlinear representation. The batch normalization
layer was added before the activation function to increase the prediction accuracy of the
model [37], which was calculated as follows:

ReLU(x) = max(x, 0), (5)

µB ← 1
m

m
∑

i=1
xi

σ2
B ←

1
m

m
∑

i=1
(xi − µB)

2

x̂i ←
xi−µB√

σ2
B+ε

yi ← γx̂i + β

, (6)

Based on ResNet, the depthwise separable deformable residual classification network
DSDCN-ResNet proposed in this paper was composed of convolutional layers, depthwise
separable deformable convolution, residual blocks, global average pooling, and the Softmax
classification layer. The network structure and parameters are shown in Table 1, where c
represents the number of output channels of the current network layer, n represents the
number of repetitions of the network layer, and s is the convolution stride.
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Table 1. Structure and parameters of DSDCN-ResNet.

Layer Output Size c n s

Input (128, 128, 3) 64 1 2

Stage1
Conv + BN + ReLU (64, 64, 64) 64 1 2
Conv + BN + ReLU (32, 32, 64) 64 1 2
Conv + BN + ReLU (16, 16, 64) 64 1 2

Stage2

DSDCN + Maxpool (16, 16, 64) 64 1 2

Short Block
(16, 16, 256) [64,64,256]

1 1
Conv Block 2 1

Short Block
(8, 8, 512) [128,128,512]

1 2
Conv Block 3 2

Short Block
(4, 4, 1024) [256,256,1024]

1 2
Conv Block 5 2

Short Block
(2, 2, 2048) [512,512,2048]

1 2
Conv Block 2 2

DSDCN + Avgpool (1, 1, 2048) 2048 1 2

Stage3 Flatten 2048 - 1 -
Dense + Softmax k - 1 -

4.3. Use of Transfer Learning

The complexity of the underwater environment and the cost of data acquisition result
in a lack of sonar images, and training the network with a small amount of data may lead to
serious overfitting problems [38]. Therefore, the method of transfer learning is introduced
here to migrate the trained network parameters to the small sample network, thus reducing
the network overfitting, saving training time, and improving classification accuracy. The
existing public datasets, such as ImageNet, differ greatly in image types from SAS images,
and they are not suitable as training sets. The transfer learning steps adopted in this study
are as follows: First, the SAS image simulation dataset was constructed according to the
sonar imaging characteristics and used as the training set of the model. Second, the network
designed in Section 4.2 was trained on the simulation data, and the trained model was
saved. Finally, the trained model was used for feature extraction and the classification of
real SAS images. The framework of the network training and object classification algorithm
is shown in Figure 8.
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5. Experiments and Analysis
5.1. Dataset and Platform

The dataset used for the experiments included real sonar images, collected by lake
and sea trials, and simulated images, obtained by three-dimensional modeling software,
including a sphere, cylinder, truncated cone, and line. The number of each class of objects
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is shown in Table 2. The simulated images were used for auxiliary training of the model.
During the simulation, the grazing angle between the sonar and the object was 30~45◦,
and the angle between the object axis and the incident acoustic wave was 0~180◦. Some
experimental images can be seen in Figure 9. During the experiments, 30% of the data
were randomly selected to train the model, and the rest of the data were used to test the
performance of the network. The GPU of the experiment computer was RTX2070 and the
CPU was a 6-core i7-10750H.

Table 2. Experimental dataset.

Class Number

Sphere 1224
Cylinder 2438

Truncated cone 2447
Line 1220
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5.2. Evaluation Metrics

To further validate the classification performance of the model proposed in this paper,
experiments were conducted using different models, and the accuracy (Ac), recall (Re), and
similarity coefficient (F1) were used as metrics to measure the classification effect. Each
metric is defined as follows:

Ac =
TP + TN

TP + TN + FP + FN
× 100%, (7)

Re =
TP

TP + FN
× 100%, (8)

F1 = 2
Te ∩ Pe

Te ∪ Pe
× 100% = 2

TP

FP + 2TP + FN
× 100%, (9)



Appl. Sci. 2023, 13, 899 11 of 16

where Te is the true class of object e, Pe is the prediction class of object e, TP is the true
positive example, FN is the false negative example, FP is the false positive example, and
TN is the true negative example. Here, ∩ is the case where the true class is the same as the
prediction, and ∪ is the total probability of all cases [39].

In addition, as two important indicators, the parameters and calculate consumption
of the model are usually used to evaluate the complexity of the network model. The
parameters and calculate consumption mainly come from the convolution layer and full
connection layer in the network. The calculation process can be expressed as

Pcnn =
D1
∑

l=1
K2

l · Cl−1 · Cl

Fcnn =
D1
∑

l=1
M2

l · K
2
l · Cl−1 · Cl

, (10)

Pdense = Fdense =
D2

∑
l=1

Cl−1 · Cl , (11)

where P and F represent the parameters and calculate consumption of the model, respec-
tively; Ml and Kl represent the size of the input image and the size of the convolution kernel
used in the network, respectively; Cl−1 and Cl are the numbers of channels of input and
output feature maps in the convolution operation; and D1 and D2 represent the number of
convolution layers and full connection layers in the network.

5.3. Model Validation and Results Analysis

When designing the network, the parameters of each layer were randomly initialized
with Gaussian distribution. During the model training, it is usually necessary to use a
suitable optimization algorithm to update the network parameters so that the error between
the output image and the label converges to the best. The input was designed as (128,
128, 3) according to the size of the image, and the optimization algorithm adopted the
Adam algorithm with the learning rate set to 0.0002. The Adam algorithm can maintain a
high computing efficiency while occupying less memory, which is more suitable for the
optimization of large-scale data. The batch size of images during training was 16 and the
epoch was 100. The loss value was calculated using the categorical cross entropy, which is
calculated as

Loss = − 1
m

m

∑
i=1

n

∑
j=1

q(xi,j) log2 p(xi,j), (12)

where m represents the number of samples in the training set, n represents the number of
classes, q(xi,j) is the object class, and p(xi,j) is the probability of prediction class.

The curve of cost and accuracy of the model is shown in Figure 10. From Figure 10a,
it can be seen that the cost curve decreased with the increase of epochs for both training
and validation data, and it finally tended to reach a more stable value. The error remained
below 0.1, indicating that the model kept the deviation within a reasonable range. The
curve in Figure 10b shows that with the increase of epochs, the classification accuracy of
the model could achieve a higher value.
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5.3.1. Comparison of Experiments with Different Models

To further evaluate the classification performance of the model and verify its applicability
to underwater object classification, the model in this study was compared with several
representative models, including the baseline model ResNet_0, VGGNet, UNet, and Light-
ResNet. Ten random experiments were conducted on the three networks separately, and the
average values of the experimental results were calculated. Table 3 shows the classification
accuracy and computational complexity of several models on the dataset in this paper.

Table 3. Classification performance on different models.

Model Accuracy/% Flops/(×106)

ResNet_0 88.1 91.6
Light-ResNet 86.1 27.3

UNet 86.0 112.5
VGGNet 94.5 130.1

This paper 95.5 108.5

From Table 3, it can be seen that there were differences in the classification effects of
the convolutional network models with different structures for underwater objects, and
the classification accuracy of the model proposed in this paper was higher than that of
the others. The classification accuracy of VGGNet was as high as 94.5%, which is second
only to the model proposed in this paper. However, the complexity of VGGNet was high
due to its full connection layer with a large number of parameters. It can also be seen
from the table that VGGNet had the largest number of parameters and floating point
operations. The UNet connected the features from the shallow and deep convolution layers,
which could make full use of the feature information with a small number of parameters.
However, it had a large computational consumption with an accuracy rate of only 86.0%.
The baseline model ResNet_0 was slightly less computationally intensive than the method
in this study because the DSDCN module was not added; but similarly, its classification
accuracy was reduced by 7.4%. The Light-ResNet was a lightweight residual network
obtained by replacing the convolutional layer of the ResNet with a depthwise separable
convolution. The number of parameters was reduced, compared to the original model, but
the classification accuracy was also reduced, to a large extent. The above analysis shows
that the method in this study was more advantageous in underwater object classification.

5.3.2. Ablation Experiment with DSDCN Module

In this study, the DSDCN module was added to the network after the input layer and
residual blocks to extract object features at the shallow and deep layers of the model. To
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verify the performance of the model with the DSDCN module at different positions, the
model proposed in Section 4.2 and denoted as ResNet_0 was used without the addition of
the DSDCN module. For ResNet_1, the DSDCN module was only added after the input
layer. For ResNet_2, the DSDCN module was only added after the residual blocks input
layer. For ResNet_3, ResNet_4, and ResNet_5, the DSDCN module was added between
several residual blocks. The experiments were conducted using the above models under
the same conditions as those described in Section 5.3.1, and the classification results were
compared with the methods in this study, as shown in Figure 11. The results show that the
addition of DSDCN at the positions designed in this study resulted in better classification
of the objects, with an accuracy of 95.5%, an average improvement of 5.1% compared to
others. The reason may be that the deformable convolution after the input layer extracts
mostly shallow information about the object, and the deep information can be obtained
by the residual blocks. The further use of deformable convolution after the residual
blocks could make full use of the deep and shallow features of the object and improve the
classification accuracy.
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5.3.3. Comparison Experiments with Different Models on Deformable Images

To validate the classification performance of the model for deformable objects, data
enhancement methods were used for the images. The deformable images were obtained
through random rotation, stretching, translation, etc. These data were used for different
models with the same experimental conditions as before, and the obtained results are
shown in Table 4. From the data in the table, we can see that the classification accuracy
of the method in this study was improved by 6.2% compared with the ResNet_0 without
adding the DSDCN module. Results show that the deformable convolution had a good
classification effect, which fully illustrates that the DSDCN module designed in this paper
has excellent feature extraction performance for deformed objects. Compared with other
models, the classification results of the DSDCN-ResNet in this study had improved in
accuracy, recall, and F1 scores, with average increases of 5.3%, 5.6%, and 5.8%, respectively,
which shows that the proposed method has better performance for underwater objects.
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Table 4. Performance of different models on deformable images.

Model Accuracy/% Recall/% F1 Score/%

ResNet_0 83.1 85.1 83.4
Light-ResNet 82.6 81.4 82.1

UNet 83.0 83.4 82.1
VGGNet 87.2 88.4 85.4

This paper 89.3 90.2 89.1

5.3.4. Transfer Learning Validation Experiment

To verify the influence of the training method of transfer learning on the classification
effect, the deformable residual network designed in Section 4.2 was used to train and
classify the model on SAS images directly, which is denoted as ResNet_No, for comparison
with the method trained using transfer learning in this study. The classification accuracy
obtained by the two methods is shown in Table 5, and it can be seen that training the
model through transfer learning under the condition of small samples was beneficial for
improving the classification accuracy.

Table 5. Accuracy of model with transfer learning.

Model Accuracy/%

ResNet_No 88.1
This paper 95.5

6. Conclusions

In this paper, we focus on the underwater object classification in SAS images, and the
structure of ResNet is optimized and redesigned to enhance the spatial sampling ability
and improve the classification performance. The main contributions of the method in this
study are as follows: (1) The DSDCN module can focus more on the position related to the
object when extracting features, better adapt to different shapes of objects, and extract finer
features than traditional convolution. (2) The depthwise separable convolution is used in
the DSDCN module instead of standard convolution for the calculation of offsets, which
has the advantage of being lightweight and improves the ability of feature extraction of the
model. (3) The residual blocks in ResNet do not introduce additional parameters, so the
complexity of the model is not affected, and the jump connection can realize information
exchange between different layers. (4) By migrating the model parameters, the problem of
insufficient data is effectively solved, and the classification accuracy is further improved.

Several experiments were conducted under different models, and the results were as
follows: (1) The classification accuracy for sonar images with the method in this study was
95.5%, which was 6.83% better, on average, compared with the baseline model ResNet_0,
VGGNet, UNet, and Light-ResNet. At the same time, it had a slight advantage in terms
of computational consumption. (2) In the ablation experiment of DSDCN module, the
classification accuracy of the model ResNet_0 without the DSDCN module was only 83.1%,
and the classification accuracy of the other four models with DSDCN added at other
positions was on average 5.1% lower than the model in this paper, and the classification
performance of this model was better. (3) When using deformable images for underwater
object classification, the classification results of the DSDCN-ResNet in this paper had
improved in accuracy, recall, and F1 scores, with an average increase of 5.3%, 5.6%, and
5.8% respectively. (4) The classification accuracy of the model trained by the transfer
learning method was higher than that without the method, about 7.4%.

In summary, the classification method proposed in this paper has high accuracy,
compared with other models, and it has certain advantages in terms of parameters and
computation. However, the study also had some limitations due to the high cost of ac-
quiring sonar images, resulting in a small number of real images used in the experiments,
and the deformable convolution module made the training time of the model longer. To
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solve the above problems, our future research will focus on the following: First, new data
simulation methods will be studied to minimize the difference between the simulated
and real images to obtain increasingly realistic simulated images. Second, the optimal
feature set of the sonar images will be studied, and efficient feature extraction methods
will be used to extract features; the classification accuracy of the model will be further
improved for different scales and different types of objects. Finally, new model optimiza-
tion methods will be investigated to reduce model training time and improve the model
classification performance.
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