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Abstract: The oceanic positioning, navigation and timing (PNT) network requires high-quality
underwater acoustic message transmission. Turbo equalization technology has exhibited superior
performance for underwater acoustic (UWA) communications compared with conventional channel
equalizers. To overcome the performance reduction caused by severe doubly selective UWA channels,
the virtual space-time diversity soft direct-adaptation turbo equalization is proposed for UWA
communications. The proposed scheme improves the ability of the typical turbo equalizer to deal
with both Doppler and multipath effects for time varying channels. We utilize a fractionally spaced
soft interference cancellation equalizer (FS-SE) instead of a hard decision to constitute the soft-
input soft-output (SISO) equalizer. Combined with another virtual time-reversal mirror equalizer
component, we can obtain virtual space and time diversity with only a single receiving transducer
and mitigate the error propagation phenomenon of the feedback filter. To satisfy the sparse UWA
channel, the `p,q-PRLS algorithm is applied to adaptive updates for FS-SE. In the proposed scheme,
an adjustable interpolator and digital phase-locked loop are embedded into the equalizer to overcome
the residual Doppler frequency shift and recover the timing distortion. Results of simulations and
field lake trial show that the proposed scheme achieves better performance than existing ones under
the same equalizer order.

Keywords: underwater acoustic communications; turbo equalization; PRLS

1. Introduction

The oceanic positioning, navigation and timing (PNT) network has recently become
a promising major underwater infrastructure and will eventually play a crucial part in
marine development and utilization [1]. Underwater acoustics (UWAs), which are still
the only efficient wireless signal for long-range transmission in the sea, will be exploited
to provide interaction and location information for underwater vehicles or users, e.g., re-
motely operated vehicles (ROVs) and autonomous underwater vehicles (AUVs). The UWA
communication, navigation and detection integration system (UCNDIS) [2] is gradually
regarded as the prospective solution to the implementation of the oceanic PNT network.
Loosely coupled UCNDISs consist of multiple acoustic devices with different functions,
e.g., a UWA communication modem, an ultra-short base line (USBL) system and so on, to
achieve functional integration. Obviously, the loosely coupled UCNDIS commonly has
some drawbacks, such as hardware waste, high power consumption and high process-
ing delay. Then, tightly coupled UCNDISs, which are able to satisfy all PNT demands
simultaneously by reusing the same hardware platform, are increasingly attracting re-
searchers’ attention [3]. One route for tightly coupled UCNDISs is to obtain position and
timing information based on communication signals [4], making high-quality and robust
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UWA communication technology the foundation for the implementation of tightly coupled
UCNDISs.

The performance of underwater acoustic communication is extremely affected by time-
varying transmission channels [5]. Owing to its abominable propagation characteristics,
such as a low speed of the acoustic signal, large attenuation and significant multipath
interference, the UWA channel can be seen as one of the most challenging elements [6].
The Doppler effect and multipath propagation caused by boundary reflection are the
fundamental factors causing channel distortion, for which the acoustic signal experiences
time and frequency selectivity [7–9]. One of the most widely utilized approaches to mediate
harsh inter-symbol interference (ISI) due to channel aberration is the use of a decision-
feedback equalizer (DFE) with a digital phase locked loop (DPLL) embedded in it [10].

Traditional time-domain equalizers cannot satisfy the requirements of precise informa-
tion, especially in high-speed UWA communications of shallow water nowadays. Turbo
equalization has been considered as an efficient technology to make significant improve-
ments in bit error rate (BER) manifestation under complicated UWA environments [11,12].
Turbo equalization is derived from turbo decoders by employing a maximum a posteriori
(MAP) equalizer as a replacement of one stand-alone MAP decoder in typical decoder pro-
cessing [13,14]. In order to realize computational complexity in large time-delay channels,
a soft-input soft-output (SISO) equalizer is introduced into the iteration structure based
on the minimum mean squared error (MMSE) criterion [15–17], least symbol error rate
(LSER) criterion [18,19] and so on. In some scenarios of high SNR, the adaptive equalizers
based on the LSER criterion achieve better BER performance than the MMSE. The chief
drawback of traditional DFEs is the error propagation of the feedback filter when extensive,
inaccurate hard-decision symbols occur. A usually efficient method is the exploitation of
a soft-decision feedback equalizer instead of a hard-decision one [15]. Another neoteric
method is the bidirectional structure of an equalizer, which accomplishes the target of
eliminating error propagation through a normal SISO equalizer and a time-reversed one
using the virtual time reversal mirror (VTRM) technique [18,20,21]. The TRM technology
with a simple structure provides noise suppression for communication systems equipped
with single or multiple receiving transducers. Fractionally spaced equalizers (FSEs) have
been applied in normal one-iteration channel equalization successfully for years and can
achieve channel diversity gain by increasing the baseband sampling frequency to several
times the symbol rate [22]. The several branches are regarded as independently identi-
cal distributions when the FS order is low enough. However, the FSE has seldom been
employed for turbo equalization in current works, and researchers have exhibited more
interest in multiple receivers to achieve space diversity [23–25].

Turbo equalization applied to UWA communications is classified into two categories
depending on whether channel estimation is carried out or not. The channel-estimation-
based turbo equalization (CE-TEQ) has to compute the equalizer coefficients, which in-
volve a large-dimension matrix inversion, particularly in the long-time delay-spread chan-
nel [25,26]. Moreover, because the UWA channel is time-varying, repetitive channel estima-
tion would be an encumbrance to computation. Without redundant channel estimations,
direct-adaptation-based turbo equalization (DA-TEQ) commonly implements suboptimal
performance by disposing of adaptive filtering and gradually converges equalizer taps. Re-
cently, a soft DA-TEQ (SDA-TEQ) has been proposed, and the significant innovation is that
the data source of the feedback filter (FBF) is the a priori soft decisions of the MAP decoder
instead of hard-decision symbols, which accelerates the convergence rate of iterations and
eliminates the error propagation of hard detections [15,16].

In recent research works, the SISO equalizer adaptive algorithms of UWA TEQs con-
centrated on the least mean square (LMS) category. In [15], a DA-TEQ with an improved
proportional normalized LMS (IPNLMS) algorithm used in a multi-input multi-output
(MIMO) system shows BER and MMSE performance improvements compared to NLMS.
In [27], the researchers developed sparsity-aware IPNLMS adapted in DA-TEQ for a sparse
UWA channel. In [16], the fast self-optimized LMS (FOLMS) algorithm embedded in
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Soft-DA-TEQ is proposed, and experiments show a faster convergence rate than Hard
DA-TEQ. Recursive least-squares (RLS) adaptive algorithms have exhibited tremendously
faster convergence in situations of longer channel taps in comparison with LMS category
algorithms [28–30]. In [31], a CE-TEQ scheme for MIMO system with a low-complexity ho-
motopy RLS algorithm is proposed, and lake trial results demonstrate the superiority of the
RLS-type algorithm could achieve promising detection performance, while the IPNLMS-
based scheme cannot obtain a satisfactory manifestation. Recently, the proportional RLS
(PRLS) algorithm [32] has been proposed and exhibits superior performance over conven-
tional RLS for both UWA channel estimation and equalization problems [28,33].

In this paper, motivated by the work in [15,16,34], we propose a bidirectional soft
direct-adaptation-based turbo equalization for SISO UWA communication systems. In
comparison to existing works, the improvements of the proposed scheme are summarized
as follows.

First, the proposed scheme, namely virtual space-time diversity turbo equaliza-
tion (VSTD-TEQ), integrates a fractionally spaced soft interference cancellation equalizer
(FS-SE) and a time-reversed FS-SE. Attributed to the low correlation between the soft
outputs of the bidirectional equalizer, the virtual time diversity gain would alleviate error
propagation. Furthermore, a fractionally spaced structure can exploit the virtual space
diversity gain in SISO systems and mitigate wrong decision symbols effectively.

Second, an interpolator is inserted into VSTD-TEQ, which accomplishes the Doppler
effect dislodgement together with a DPLL, especially in the circumstance that evolves
a higher residual Doppler frequency shift due to low-resolution Doppler search gap or
dynamic Doppler phenomenon. The main function of the interpolator is to mitigate the
accumulated sampling timing error of the baseband caused by Doppler motion in a harsh
ISI channel.

Third, the PRLS algorithm is modified using mixed-norm regularization to satisfy the
cluster sparse UWA channel.

For the sake of clarity, all of the abbreviations used in this paper are summarized in
the Abbreviation section.

2. System Model

The time-varying UWA channel impulse response (CIR) can be demonstrated as the
superposition of propagation multipaths with the Doppler effect. The time-domain CIR
with Np discrete multipaths is given as [8]:

h(t, τ) =
Np

∑
i=1

Ai(t)δ(τ − (τi − αi(t)t)) (1)

where Ai(t) and τi are the time-varying amplitude and initial time delay of the i-th path, αi
is the Doppler factor of the i-th path. For the shallow-water UWA communication scenario,
where the horizontal transmission distance is much further than the vertical direction,
the Doppler factor of multipaths is approximately the same [35,36], i.e., {αi(t)}

Np
i=1 = α(t).

Furthermore, assuming that the channel is slow time-varying, we can suppose that Ai ←
Ai(t) and αi ← αi(t) are invariant during observation. Considering a single-carrier UWA
communication system, the passband received signal of hydrophone is given as [30]:

y(t) =
Np

∑
i=1

Ai x̃((1 + α)t− τi) + v(t) (2)

where x̃(t) = ∑N
n=1 x̃n(t) is the transmitted signal of source, N is the length of baseband

sequence, v(t) ∼ N (0, σ2
v ) is the additive white Gaussian noise (AWGN).
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2.1. Cluster Sparse UWA Channel

For time instant n, the discrete CIR h(n) = [h1(n), h2(n), . . . , hN(n)]T ∈ CNof UWA
channel with standard sparse characteristic follows a Bernoulli-Complex Gaussian (B-CG)
distribution [26], as:

p(hn) = ςCN (hn; µh, σ2
h ) + (1− ς)δ(hn) (3)

where µh, σ2
h are the mean and variance of the non-zero taps, respectively, ς is the channel

sparsity, δ(·) is the Dirac function. Recent research has shown that the propagation paths
of sparse UWA channel appear in several distinct clusters [37]. The cluster sparse CIR is
constructed as the time-domain superposition of finite clusters, as:

h(n) =
C

∑
i=1

hΨi (n) (4)

where C is the cluster number, and {Ψi}C
i=1 is the subset of the index set of CIR vector taps

Ψ = {1, 2, · · · , N} and satisfies the following relationship:

C⋃
i=1

Ψi = Ψ

Ψi
⋂

Ψj = ∅, when i 6= j

(5)

If the subset of CIR hΨi (n) contains any non-zero tap, hΨi (n) will follow the B-CG
distribution corresponding to its index vector Ψi:{

hΨi ,k ∼ B-CN (µi, σ2
i , ςi), ‖hΨi‖1 6= 0

hΨi = 0Ψi , else
(6)

where hΨi ,k is the k-th element of hΨi .

2.2. Transmitted Signal Pattern

A single carrier phase shift keying (PSK) modulation with channel coding is taken into
consideration here. For the k-th frame transmitted signal, the bit stream bk of baseband is
first encoded by a recursive system convolutional (RSC) decoder and interleaved by a ran-
dom interleaver, and the size of produced binary bit stream ck is generally different from bk.
Assuming that a q-order modulation is exploited, the symbol constellation contains 2q pots,
i.e., the constellation set S = {γ1, · · · , γ2q}. The relevant bit pattern of the constellation pot
γi is si = [s1

i , · · · , sq
i ], where sq

i ∈ {+1,−1}. Then, ck is divided into segments according
to the adjacent q bits with ck,n = [c1

k,n, · · · , cq
k,n]. Finally, the grouped bits are mapped to

the constellation, resulting in the transmitted baseband signal xk. Under the assumption
that the correlation between neighbouring frames is independent, we omit the subscript
character k. Therefore, the passband transmitted signal of the n-th symbol is given as [38]:

x̃n(t) = R{xnexp{j2π fct}g(t− nTc)} (7)

where x = [x1, · · · , xn, · · · , xN ]
T , fc is the carrier frequency, g(t) is the pulse shaping filter,

Tc is the symbol period. For flatness in passband, the raised cosine rolling-off shaping
filter is commonly used in UWA communication systems due to the severe frequency
selective fading.
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2.3. Discrete Received Signal Pattern

The passband signal in Equation (7) transferred through the doubly selective UWA
channel is sampled into the receiver by an analog to digital converter (ADC). Corresponding
to the model in Equation (2), the discrete received signal is given as [39]:

ỹ(n) = R

{Np

∑
i=1

N

∑
n=1

Aixnexp
{

j2π
n
κc
((1 + α)

n
fs
− nτi )

}
g((1 + α)

n
fs
− nτi − nκb)

}
+v(

n
fs
)

(8)

where nτi = τi fs, κc = fs/ fc, κc = fs/Rb, Rb is the symbol rate, fs is the sampling frequency
of ADC.

3. Virtual Space-Time Diversity Turbo Equalization

The proposed virtual space-time diversity SDA-TEQ (VSTD-TEQ) for SISO UWA
communication systems is demonstrated in Figure 1. To exert plenitudinous performance
of single carrier system for the data accuracy demand of oceanic PNT, we integrated
Soft FS-SE with an anti-Doppler module, time-reversal bidirectional processing and turbo
equalization technology systematically into the proposed scheme. The parameters are
adaptively updated based on PRLS-type algorithms. The red line in Figure 1 represents
the input and output of the adaptive updating scheme, the black line represents the signal
flow, and the blue line represents the feedback signal. The meanings of the parameters in
Figure 1 have been stated in related sections. Symbols

⊗
and

⊕
represent the multipliers

and adders, respectively.

Figure 1. Structure of the proposed VSTD-TEQ for UWA communication systems.

3.1. FS-SE with Anti-Doppler Module

The time-domain channel equalizer structure, as shown in Figure 2, is a loop-locked
scheme to overcome the fast time-varying Doppler effect. The loop-locked anti-Doppler
time-domain channel equalizer consists of an anti-Doppler module (ADM) and a fraction-
ally spaced soft interference cancellation (SIC)-based equalizer (FS-SE) module. The ADM
utilizes an adjustable scheme to solve the dynamic residual Doppler effect of the individual
frame. The FS-SE module is exploited to eliminate ISI.
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Figure 2. Anti-Doppler time-domain channel equalizer.

A two-step method is exploited to accomplish Doppler spread compensation. The
original dominant Doppler spread of the received signal is first compensated by a Farrow
structure interpolator. Assuming that the main Doppler factor estimated by synchronizing
the signal through the matched filtering techniques is α̂ and the total Doppler factor estimate
is µ, the main time-domain spread caused by the Doppler effect of the received signal is com-
pensated with an interpolator. Without losing generality, we adopt Lagrange interpolation
(N-segment M-order polynomial) with Farrow structure [40] in this work. After down
conversion, the frontforward input of FS-SE is given as follows

zn =
M

∑
i=0

N

∑
j=0

ỹmn−jci,j

(1 + µ)i exp{−j2π fc(kTc/Ks + τ̃)} (9)

where ci,j is the coefficient of the interpolator, mn is the floor integer index of resampling
time instant, τ̃ is the time delay of frame synchronization. The FS-SE contains Ks-order par-
allel feedforward filters (FFFs) and a SIC filter for compensation of the linear characteristics
of the UWA channel. According to the order of fractional space [34], zn is downsampled
and allocated to Ks FFFs. The output of FS-SE is given as

d̂n =
Ks

∑
k=1

fH
k,nzk,ne−jϕ̂n − bH

n x̄n (10)

where the length of FFF fk,n is N f ,1 + N f ,2 + 1, the length of SIC is Nb,1 + Nb,2 + 1. zk,n =

[zk,n+N f ,1
, · · · , zk,n−N f ,2

]T and x̄n = [x̄n−Nb,1 , · · · , x̄n−1, 0, x̄n+1, · · · , x̄n+Nb,2 ]
T are the inputs

of k-th FFF and SIC, respectively. ϕ̂k is the phase compensation of DPLL. Especially, the SIC
will degenerate into the normal feedback filter of the decision-feedback equalizer when
Nb,2 = 0. The FS-SE output using combined taps is rewritten as

d̂n = wH
n un (11)

where wn = [fT
1,ne−jϕ̂n , · · · , fT

Ks ,ne−jϕ̂n ,−bT
n ]

T ,un = [zT
1,n, · · · , zT

Ks ,n, x̄T
n ]

T , and their lengths
are both Neq = Ks(N f ,1 + N f ,2 + 1) + Nb,1 + Nb,2 + 1. The adaptive update of wn will be
discussed in the following section.

The residual Doppler effect contributes to phase rotation of the FS-SE input signal. We
can obtain the instantaneous phase error of the equivalent phase detector (PD) [41,42]:

θn = I{pn(xn + qn)} ≈ I
{

d̂nx∗n
}

(12)

where pn = ∑Ks
k=1 fH

k,nzk,ne−jϕ̂n , qn = bH
n x̄n. Assuming E[pnq∗n] = 0, we can obtain

Equation (12) by avoiding the calculation of pn and qn. The expression of Equation (12)
is similar to the phase estimate result in [43]. In the tracking stage of equalizer, xn in
Equation (12) is replaced by Q[d̂n], the estimate produced by the decision function. Figure 3
shows the step updating diagram for ADM. The instantaneous θn generally contain serious
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noise and cannot be used for numerically controlled oscillator (NCO) control directly. We
introduce the integral-zeroing module, a lowpass filter (LPF), for high-frequency noise
cancellation. The output of the integral-zeroing module is given as

θ̄i =
1

Nk

iNk−1

∑
n=(i−1)Nk

θn (13)

where i and Nk are the index and period of carrier NCO update, respectively. The step of
the carrier NCO is changed every Nk symbol period. Generally, Nk is in direct proportion
to the length of the AD sampling block in our design. We utilize the collected data in a
200 m horizontal range lake trial to verify the performance of the integral-zeroing module.
Figure 4 is the comparison of phase detectors, and the integral-zeroing module performs
superiorly. The processed θ̄i is obviously smoother than θn and able to reflect the true phase
error better.

Figure 3. Step updating diagram.

Figure 4. Result comparisons of phase detectors.

Then, θ̄i is sent to the one-order loop filter (LF), and the Doppler factor estimate and
carrier NCO step are updated as:

ωi = (K1 + K2)θ̄i − K1θ̄i−1 + ωi−1

φi = φ0 +
ωiπ

2MNCO

µi = f̃s − K3ωi

(14)

where ωi is the output of LF, K1 and K2 are the parameters of LF, φi and φ0 = 2π fc/ fs are
the updated step and initial step of carrier NCO, respectively. MNCO is the order of carrier
NCO, µi is the resampling frequency of interpolator, f̃s = fs/(1 + α̂) and K3 is a scaling
factor. Moreover, K4 in Figure 3 is given as K4 = π/2MNCO for simplification.

3.2. Cluster Sparse `p,q-PRLS Adaptive Filtering Algorithm

The update of equalizer coefficients wn can be regarded as an adaptive filtering process.
Under the condition of sparsity and zero-attracting principle, a penalty item should be
added into the RLS cost function to satisfy the cluster sparse UWA channel. The modified
cost function is given as [32]:

J[wn] = JRLS[wn] + Jp,q[wn] (15)
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where the `p,q-norm penalty item is defined as [44]:

Jp,q[wn] , γ

(
C

∑
j=1
‖wΨi ,n‖

q
p

)q−1

(16)

γ ∈ R+ is the regularization factor. Therefore, the `p,q-RLS algorithm is derived by
minimizing the modified cost function J[wn] in Equation (15). Item Jp,q[wn] may be a non-
differentiable convex function or a non-convex function; therefore, a subgradient analysis
is introduced to replace the gradient of the objective function. The subgradient of Jp,q[wn],
with respect to wn, is denoted by ∇s Jp,q[wn].

We can derive the `p,q-PRLS algorithm, which utilizes the proportionate updating
matrix, to control the adjustments caused by the Kalman gain vector of the `p,q-RLS. The
proposed `p,q-PRLS algorithm is expressed as follows:

wn = wn−1 + Gn−1kne∗n − γ̂∇s Jp,q[wn−1] (17)

where Gn is the Neq × Neq diagonal proportionate matrix, and its i-th diagonal entry gn,i is
calculated as [28,33]:

gn,i =


τ1(1− β1)

2N
+

τ1(1 + β1)|wn,i|
2‖wn‖1 + εg

i ∈ [1, Ks(N f ,1 + N f ,2 + 1)]

τ2(1− β2)

2N
+

τ2(1 + β2)|wn,i|
2‖wn‖1 + εg

i ∈ [Ks(N f ,1 + N f ,2 + 1) + 1, Neq]
(18)

where {βm}2
m=1 ∈ [−1, 1], {τm}2

m=1 ∈ (0, Neq) is a trading off parameter and εg is a
small positive constant for computational stability. Parameter γ̂ is a simplified form of
γ̂← γ(1− λ)Pn, where β is an adjustment factor of sparse regularization, Pn is the inverse
of the input correlation matrix. The Kalman gain vector kn, Pn and a priori error en are
respectively given by

kn =
Pn−1un

λ + uH
n Pn−1un

(19)

Pn =
1
λ

(
Pn−1 − knuH

n Pn−1

)
(20)

en =

{
xn − d̂n Training Stage
Q[d̂n]− d̂n Tracking Stage

(21)

where λ is the forgetting factor, Q[·] is the decision function. Several gradients or subgradi-
ents of `p,q-norm penalty regularization items are listed in Table 1.

Table 1. Gradients or subgradients of some usual `p,q-norm penalty regularization items.

{p, q} ∇s Jp,q[wn,i]

1 1 sgn
{

wn,i
} 3

0 2 αsgn
{

wn,i
}
− α2wn,i

{2, 1} ∑C
j=1

αwΨj ,n,i

‖wΨj ,n‖2 + εp
4

{2, 0} ∑C
j=1

αwΨj ,n,i

‖wΨj ,n‖2 + εp

(
1− α‖wΨj ,n‖2

)
{1, 0} ∑C

j=1 αsgn
{

wΨj ,n,i

}(
1− α‖wΨj ,n‖1

)
1 `1-norm penalty. 2 `0-norm penalty. 3 sgn{·} is the component-wise sign function. 4 α is an appropriate constant,
εp is a small positive constant, wΨj ,n,i is the i-th element of vector wΨj ,n.
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3.3. Bidirectional Combination

The virtual time-reversal mirror (VTRM) is designed to reduce the error propagation
(EP) of equalizers with feedback input. The bidirectional combination scheme based on
VTRM consists of two individual FS-SEs with opposite direction. The input of the backward
FS-SE is time-reversed of received signal, as {←z n} ← {z−n}, while the input of the forward
FS-SE is {zn}. Assuming that the noise of input of the bidirectional FS-SE is independent
Gaussian noise for the memoryless character of the Gaussian process, the noise of the
outputs can be approximatively regarded as independent Gaussian noise. The SNR of soft
symbols processed by linear bidirectional combination is improved, so that the bidirectional
combination scheme can be considered as a kind of time diversity technology.

The linear combined soft symbol of the equalizer output is given as

↔
d n = η1

→
d n + η2

←
d n (22)

where CN (
→
d n; xn,

→
σ

2
d) and CN (

←
d n; xn,

←
σ

2
d) are the distributions of bidirectional FS-SEs,

η1 ∈ R+ and η2 ∈ R+ are the combination factors with η1 + η2 = 1. Assuming that the

estimate variances of bidirectional FS-SEs are the same as
→
σ

2
d =

←
σ

2
d = σ2

v , the output SNR
of the forward FS-SE is defined as:

−−→
SNR =

σ2
x

σ2
v

(23)

where σ2
x is the variance of x. Corresponding to Equation (22), the SNR of

↔
d n is written

as [20]:

←−→
SNR =

E|η1xn + η2xn|2

E|η1
→
d n + η2

←
d n|2 −E|η1xn + η2xn|2

≈ (η1 + η2)
2σ2

x

(η2
1 + η2

2 + 2ξη1η2)σ2
v

(24)

where ξ ∈ [0, 1] is the cross-correlation coefficient. According to the assumption that
the noise of bidirectional FS-SEs is approximatively independent, i.e., ξ → 0, we can

obtain
←−→
SNR ≈ 1

η2
1 + (1− η1)2

−−→
SNR >

−−→
SNR. This conclusion demonstrates the performance

improvement of the bidirectional combination scheme.
In fact, the noise of the bidirectional FS-SEs is not strictly independent. To acquire the

property of ξ, we use the real oceanic data set of the Pengcheng Laboratory for analysis. The
data set adopts binary phase shift keying (BPSK) modulation, a 10 kHz carrier frequency,
1 kSymbol/s and 40 ms LFM frame header with 8 k∼12 kHz bandwidth. The cross-
correlation coefficient is calculated as [23]:

ξ =

↔
σ

2
d − η2

1
→
σ

2
d − η2

2
←
σ

2
d

2η1η2
→
σ d
←
σ d

(25)

where
↔
σ

2
d =

1
N ∑N

n=1 |
↔
d n − xn|2,

←
σ

2
d =

1
N ∑N

n=1 |
←
d n − xn|2,

→
σ

2
d =

1
N ∑N

n=1 |
→
d n − xn|2.

We compared three kinds of situations with different fractionally spaced orders, i.e.,
1/2, 1/4, 1/8. The lengths of FFF and SIC are both 20 and η1 = η2 = 0.5. Figure 5
shows that cross-correlation coefficient decreases with the fractionally spaced order. The
average cross-correlation coefficients are separately 0.397, 0.311, 0.133 for the 1/2, 1/4, 1/8
fractionally spaced orders.
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Figure 5. Estimates of cross-correlation coefficients of bidirectional FS-SEs.

3.4. Soft DA-TEQ

The soft turbo equalization utilizes the a priori soft symbol instead of hard decision
feedback to the SISO equalizer, i.e., the FS-SE. For the first turbo iteration, no a priori
message can be exploited for the SISO equalizer. For the later turbo iterations, the a priori
probability of the SISO equalizer input symbol can be calculated by the extrinsic LLR of the
MAP decoder [11], i.e., LExt

De (c̃
q̇
n):

P(xn = γi) =
q

∏̇
q=1

P(cq̇
n = sq̇

i )

=
q

∏̇
q=1

1
2

1 + sq̇
i tanh

 LPri
Eq (c

q̇
n)

2

 (26)

where LPri
Eq (c

q̇
n) is the a priori LLR for the SISO equalizer, with LPri

Eq (c
q̇
n) = ∏

[
LExt

De (c̃
q̇
n)
]
. cq̇

n is

the q̇-th bit of the transmitted baseband symbol xn, and c̃q̇
n = ∏−1

[
cq̇

n

]
. We can calculate

the a priori mean and variance of xn [13]:

x̄n = E
[

xn|
{

LPri
Eq (c

q̇
n)
}q

q̇=1

]
= ∑

γi∈S
γiP(xn = γi) (27)

σ2
xn = ∑

γi∈S
|γi −E[xn]|2P(xn = γi) = q− |x̄n|2 (28)

The soft symbol x̄n and x̄−n are fed back to the bidirectional SISO equalizer for the
next iteration. The equalizer error in Equation (21) is rewritten as en = x̄n − d̂n.

The conditional probability density of equalizer output symbol which assumed to
follow a Gaussian distribution can be obtained by the estimated soft symbol mean value µd
and variance σ2

d , as [15]:

p(d̄n | xn = γi) =
1

πσ2
d

exp

(
−| d̄n − µdγi |2

σ2
d

)
(29)

where

µd =
1
N

N

∑
n=1

d̄n

Q[d̄n]

σ2
d =

1
N − 1

N

∑
n=1
| d̄n − µdQ[d̄n] |2

(30)
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The extrinsic LLR of the SISO equalizer is given as [16]:

LExt
Eq (cq̇

n) = ln
∑∀γi :s

q̇
i =+1

p(d̄n | xn = γi)∏∀q̂:q̂ 6=q̇ P(cq̂
n = sq̂

i )

∑∀γi :s
q̇
i =−1

p(d̄n | xn = γi)∏∀q̂:q̂ 6=q̇ P(cq̂
n = sq̂

i )
(31)

where the a priori probability P(cq̂
n = sq̂

i ) is presented in Equation (26). Then, LExt
Eq (cq̇

n)

is sent to the interleaver, such that the a priori LLR of the MAP decoder is obtained as
LPri

De(c̃
q̇
n) = ∏−1

[
LExt

Eq (cq̇
n)
]
. The a posteriori LLR of the MAP decoder, LPost

De (c̃q̇
n), is produced

by decoding algorithms, e.g., BJCR and soft Viterbi algorithms. We can obtain the extrinsic
LLR of the MAP decoder as LExt

De (c̃
q̇
n) = LPost

De (c̃q̇
n)− LPri

De(c̃
q̇
n). A new turbo iteration is started

from Equation (26).

4. Results
4.1. Simulations

In the simulations, we concentrate on evaluating the BER performance of the proposed
VSTD-TEQ compared with aspects of the fractionally spaced soft DFE-based DA-TEQ
(VSD-TEQ) and soft DFE-based DA-TEQ (SDA-TEQ). Because SDA-TEQ and time-reversed
structures have been proven to demonstrate significant superiority over the
Hard-DA-TEQ and single direction SISO equalizer in several recent works [29,30], we
do not investigate the Hard-DA-TEQ simulation here.

In the following simulations, a single-carrier SISO system with quadrature phase
shift keying (QPSK) modulation is studied. The source data are thrown into a 1/2-rate
RSC encoder with a generating polynomial g = [5, 7] and then passed through an S-
random interleaver. The coded bits are modulated in QPSK with a 10 kHz emission carrier
frequency, and the symbol rate is set to 2.5 kSymbols/s. The data frame format is illustrated
in Figure 6, where the transmitting signal begins with a balanced gold sequence of length
NBG = 1023 and ends with a frame gap of suitable length. Here we have no gap between
the header and training sequence, i.e., Tg,1 = 0. The balanced gold signal is applied to
coarse frame synchronization and the Doppler frequency shift estimation. The lengths
of the bidirectional training sequences are both 400 symbols, i.e., Ntrf = Ntrb = 400. The
length of useful data is 1024 symbols and the gap between adjacent frames is Tg,2 = 100 ms.
The simulations are performed on the computer with the following specifications: AMD(R)
Ryzen 7 5800H CPU 3.2 GHz (8 cores), NVIDIA(R) GeForce RTX 3070 GPU, 16 GB RAM,
2 TB memory with Windows 11 and MATLAB R2023a installed.

Figure 6. The frame format of transmit signal.

The UWA CIR for simulation is generated by Bellhop tools with a field collected sound
speed profile of theThousand Island Lake shown in Figure 7a. As shown in Figure 7b, the
depth of the transmitting transducer is 5 m with a −6 dB directivity from −5◦ to 90◦, the
depth of the receiving transducer is 15 m with a 1 km horizontal range away from the
emitter. The generated CIR with the Doppler effect is demonstrated in Figure 8, where the
carrier Doppler frequency shift is 5 Hz. The fractionally spaced order is 1/2 and the lengths
of FFFs and SIC are 30 and 20, respectively. The `2,0-PRLS algorithm is exploited to update
the equalizers. In the first turbo iteration, the FS-SE degrades into the linear equalizer.
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Figure 7. The environment configuration for simulation.

Figure 8. The CIR for simulation with Doppler effect.

The Doppler tracking curve of the first iteration is shown in Figure 9. The Doppler
frequency shift is first searched cursorily using the delay-frequency search method, and the
coarse capture result is 6 Hz, i.e., â = 6× 10−4, with a 2 Hz equidistant search. The average
estimation of the fine Doppler frequency shift after DPLL convergence is 4.994 Hz, and the
error of Doppler factor estimation attains 6× 10−3 Hz.
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Figure 9. Doppler frequency shift tracking of DPLL (SNR = 4 dB).

The performance results are based on 1000-repetition Monte Carlo simulations.
Figure 10 demonstrates the BER performance and extrinsic information transfer (EXIT)
charts under the CIR simulation shown in Figure 8. Figure 10a is the BER curve com-
parison varying with SNR, and both the fractionally spaced structure equalizer and the
bidirectional combination using virtual time-reversed technology obtain BER performance
improvement. The proposed VSTD-TEQ is capable of acquiring the two-way diversity gain,
which results in better BER performance, especially compared to the traditional SDA-TEQ
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with a higher SNR. Figure 10b illustrates that the SISO equalizer of the proposed scheme
produces superior mutual information (MI), which accelerates iteration convergence speed.
Additionally, the iterative turbo equalization scheme indeed results in obvious performance
amelioration for UWA communications. Moreover, the proposed scheme achieves better
capacities in both BER performance and iterative convergence rates.

Table 2 shows the MMSE comparisons of different RLS-type algorithms. We can find
that both the ZA and the PU methods could improve the MMSE performance for the typical
RLS algorithm. As for the cluster UWA channel shown in Figure 8, the proposed `2,0-PRLS
has shown superior performance. For example, the `2,0-PRLS algorithm has approximate
10 dB and 5 dB MMSE improvements over typical RLS and `1-PRLS, respectively.

SNR(dB)
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R

VSTD-TEQ iter.2
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(a) BER curves.
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(b) EXIT charts (SNR = 4 dB).

Figure 10. Simulation results of algorithm perfromance.

Table 2. MMSE comparisons of different RLS-type algorithms.

SNR/(dB) MMSE/(dB)
RLS 1 `1-RLS 2 [29] PRLS 3 [28] `1-PRLS 4 [32] `2,0-PRLS 5

5 −8.84 −9.83 −10.53 −11.01 −11.93
10 −13.99 −14.49 −15.06 −17.47 −20.10
15 −20.63 −21.72 −22.95 −24.26 −27.61
20 −25.52 −27.29 −28.23 −30.91 −35.04

1 λ = 0.995. 2 λ = 0.995, γ̂ = 2 × 10−5. 3 λ = 0.995, τ1 = 150, β1 = 0, τ2 = 80, β2 = 0, εg = 10−9.
4 λ = 0.995, γ̂ = 10−5, τ1 = 150, β1 = 0, τ2 = 80, β2 = 0, εg = 10−9. 5 λ = 0.995, γ̂ = 10−5, C = 4, τ1 = 150,
β1 = 0, τ2 = 80, β2 = 0, εg = 10−9, α = 2, εp = 10−9.

4.2. Experiments

The proposed turbo equalization scheme has been verified by the real shallow-water
environment with convincing conclusions. We implemented a lake trial at Huating Lake,
Anhui province, China in July 2021.

For the 1500 m lake trial of SISO UWA communication, the modulation of the transmit-
ting signal is QPSK with a constellation of {1 + j, 1− j,−1− j,−1 + j}. The transmission
peak-to-peak voltage of the transmitting transducer is about 400 V and the equivalent
electric power for transmission is approximately 40 W, caused by the internal resistance
of the transducer. The carrier frequency is fc = 10 kHz, and the symbol rate is set to
2.5 kSymbols/s. A 1/2-rate RSC encoder with generating polynomial g = [5, 7] is adopted
in a channel encoder scheme, and the S-random interleaver cooperates with the encoder.
The frame formant of the transmitting signal is the same as in Figure 6; the gap between
two frames is long enough to avoid inter-frame interference.

The experimental set-up of the lake trial is shown in Figure 11, where “TX” and “RX”
represent the transmitter and the receiver, respectively. The transmitting system is fixed at
the lake dock, and the transmitting signal is pre-generated and stored in a mobile player.
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The UWA communication signal is passed from the playing device to the power amplifier,
and then transmitted by an electro-acoustic transducer. The receiving system is deployed
on a moving ship. The receiving ship will turn off the power and move with the water flow
when it arrives at the expected experimental site. So, the receiving signal will be affected
by the Doppler effect caused by the flow of water. The receiving signal from the transducer
is sampled and processed in our own UWA communication modem, which is based on the
DSP C6748 platform with a 456 mHz clock frequency. The decoded bit streams are sent to
a PC for performance analysis and bit error rate calculation. All of the experimental data
are collected and saved in the recorder. The sampling frequency of the ADC is 40 kHz,
and the length of one ADC data buffer is 1500 samples. The adaptive algorithm for the
equalizer adaption is based on the `2,0-PRLS algorithm, which is propitious to a rapidly
varying channel.

Figure 11. The experimental set-up of lake trial.

In the lake trial, a transmitting transducer is mounted at the lake wharf with 5 m depth,
and a receiving transducer is tied to the experiment ship by rope, reaching about 15 m
depth. The horizontal distance of the UWA communication experiment is about 1500 m,
and the maximum water depth of lake trial at this time was approximately 50 m. Combined
with the long and narrow terrain environment of experiment, as shown in Figure 11, we
can deduce that channel multipath will be very affluent and the channel equalizer will
confront potential serious challenges [6,45].

For the SISO UWA communication experiment, the signal transmission frame format
and turbo receiver parameters are the same as mentioned above in the simulation section.
The 1500 m received signal bursts and spectrograms collected before the ADC are shown
in Figure 12 with a 400 V transmitting voltage. Apparently, the UWA signal transmission
procedure suffers from serious random noise interference and harsh multipath fading.
Figure 13 exhibits the estimated 1500 m CIR, and we can observe several obvious phenom-
ena: First, the main multipath delay spread over approximately 50 ms; second, the CIR
is rapidly time-varying, which makes the channel tracking even more formidable; third,
the amplification gain of the receiver attains nearly 90 dB, which results in non-negligible
electrical noise. The received SNR is approximately 10.08 dB.

In total, we received 88 frame signals in this trial. Figure 14 shows that the overall
carrier Doppler frequency shift is within 3 Hz, and the receiving ship drifts to the transmitter
during the lake trial. The frame BER results are plotted in Figure 15, where Figure 15a
is the comparison result after one turbo iteration and Figure 15b is the result after four
turbo iterations. For convenience, we place the frames without symbol error on the level
of BER = 10−4. It is obvious that the proposed VSTD-TEQ substantially outperforms the
conventional SDA-TEQ and VSD-TEQ. After four turbo iterations, the number of frames
involving the symbol error of the proposed VSTD-TEQ decreases rapidly, while the SDA-
TEQ still retains abundant frames with detection errors.
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Figure 12. Example of received signals of the 1500 m lake trial.

Figure 13. Estimated CIRs of the 1500 m lake trial over a period of time.
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Figure 14. Estimated carrier Doppler frequency shift of 1500 m received frames (the red asterisk is
the mean carrier Doppler frequency shift of one frame).
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Figure 15. Frame BER comparisons of the 1500 m lake trial.
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The results of BER range comparisons are shown in Figure 16, and the BER values
of 1500 m received frames are divided into several intervals. In Figure 16a, 79.55% and
87.50% of the received frames achieve zero symbol errors for the VSD-TEQ and VSTD-TEQ,
respectively, after one turbo iteration. In Figure 16b, after four turbo iterations, 95.45% and
98.86% of the received frames achieve zero symbol errors for the VSD-TEQ and VSTD-
TEQ, respectively. On the contrary, there are only 71.60% frames that reach BER = 0 with
SDA-TEQ after four turbo iterations. Moreover, there are 6.82% frames that remain at
BER > 10−1 gradation. Apparently, the comparison results above strongly express the BER
performance superiority of the proposed VSTD-TEQ over the SDA-TEQ.

(a) BER range comparisons of one turbo iteration. (b) BER range comparisons of four turbo iterations.

Figure 16. BER range comparisons of the 1500 m lake trial.

The overall performance comparison is presented in Figure 17. In the first iteration,
the MSE between the VSD-TEQ and VSTD-TEQ is almost no different. The reason for
this is the absence of a prior information about the detection symbols. With four turbo
iterations, the MSE difference attains about 5 dB between the VSTD-TEQ and the SDA-
TEQ. The contribution of the fractionally spaced structure SISO equalizer is more than the
bidirectional combination. In Figure 17b, the total BER of the 1500 m lake trial is decreased
from 1.50× 10−2, with the SDA-TEQ, to 2.22× 10−5, with the VSTD-TEQ. The bidirectional
combination sped up the convergence rate of the turbo iterations: the iterative time of
convergence is only three iterations for the VSTD-TEQ, while the VSD-TEQ needs more
than seven iterations.

(a) MSE comparisons.

Iterations

B
E

R

VSTD-TEQ

SDA-TEQ

VSD-TEQ

(b) BER comparisons.

Figure 17. Performance comparisons of the 1500 m lake trial.

Compared with the simulation results above, the performance of the lake trial results
deteriorated significantly. The reason for this is that the field channel is much more
complicated corresponding to the simulations, and the comparison of UWA channels is
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even more striking when observing Figures 8 and 13. The topography of the experimental
site is confined and curved, so that the acoustic reflection phenomenon may occur more
frequently. The summer climate is always a troublesome problem for UWA communications
as it makes the acoustic propagation path difficult to predict and time-varying [46,47].
Another reason is the motion of the ship caused by waggle and water flow; thus, some
propagation paths do not endure for a frame. The unstable paths may appear or disappear
unexpectedly. All these facts contribute to the troublesome field channel. On the contrary,
the channels generated by Bellhop have a relatively stable structure, and the simulations
reflect a wide range of scenarios instead of the special experimental site.

5. Conclusions

UWA communication is one of the fundamental requirements for underwater posi-
tioning, navigation and timing networks. As for the single-carrier UWA communication,
the continuous carrier phase observation from the receiver loop has the potential to provide
high-precision location information in the future, just like the Beidou Navigation Satellite
System. The UWA channel suffers formidable interferences caused by the underwater envi-
ronment and physical acoustic characteristics. So, in this paper, we investigated the robust
turbo receiving scheme of single-carrier UWA communication under harsh shallow-water
channel environments, and the critical conclusions are summarized as follows:

(1) For time-varying UWA channels, the Doppler effect should be finely compensated to
guarantee the stability of UWA communication. We concentrated on the fine Doppler
estimation and compensation because of the low Doppler estimation accuracy de-
mand of signal synchronization. The proposed anti-Doppler module embeds an
interpolator with Farrow structure into the DPLL; thus, the cumulative timing error
will be eliminated in time. To couple the ADM and equalizer effectively, we intro-
duced the integral-zeroing module to smooth the noisy phase error. The controlling
parameters of the ADM are calculated according to the output of the loop filter. Owing
to the adjustable interpolator in cooperation with the DPLL, the time-scale distortion
caused by the dynamic Doppler effect can be alleviated. The proposed anti-Doppler
module achieves available noise reduction in phase detection, and the field lake trial
verifies the reliability and robustness of the proposed scheme in time-varying UWA
communication situations.

(2) To satisfy the cluster-sparse UWA channel, we considered a system transmission
model with grouped multipaths. The excellent performance of the PRLS algorithm
has been confirmed for sparse identification. To accelerate the convergence speed and
accomplish a reduction in steady-state error, we exploited the hybrid norm regulariza-
tion to rebuild the cost function of the adaptive algorithm. Combined with the propor-
tional updating mechanism, the so-called `p,q-PRLS algorithm was obtained to settle
the cluster-sparse problems. Experiments have shown that the resulting `2,0-PRLS
algorithm presents performance superiority over existing PRLS-type algorithms in spe-
cific channels. The main drawback of the proposed adaptive algorithm is the process of
parameter configuration.

(3) Turbo equalization or turbo receiver is the appropriate implementation structure
to reduce the troublesome ISI for single-carrier UWA communication systems. We
utilized the SIC filter to solve the noncausal interference of the channel, and the
SIC should only be applied after the extrinsic soft symbols of the decoder are ob-
tained. The improved soft FS-SE is exploited to constitute the SISO equalizer in
the turbo receiver structure. To eliminate the error propagation of the feedback
equalizer further, the VTRM technology is employed in our proposed VSTD-TEQ
scheme. We considered that the bidirectional received baseband signals are approx-
imatively independently identically distributed, and the experiment result demon-
strated that the cross-correlation coefficient of the bidirectional input reduces along
with the growth of the fractionally spaced order. In particular, the cross-correlation
coefficient is approximately only 0.1, while the fractionally spaced order is 1/8,
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which verifies the rationality of the bidirectional structure. Therefore, the proposed
scheme is a suitable receiving implementation for fast time-varying UWA chan-
nels. The results of the simulations and the lake trial demonstrate that the pro-
posed scheme achieves obvious MMSE and BER performance improvement over
existing similar schemes.
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Abbreviations
The following abbreviations are used in this manuscript:

PNT positioning, navigation and timing
UWA underwater acoustic
ROV remotely operated vehicle
AUV autonomous underwater vehicle
UCNDIS UWA communication, navigation and detection integration system
USBL ultra short base line
ISI inter-symbol interference
DFE decision-feedback equalizer
DPLL digital phase locked loop
BER bit error rate
MAP a maximum a posteriori
SISO soft-input soft-output
MMSE minimum mean squared error
LSER least symbol error rate
VTRM virtual time reversal mirror
FSE fractionally spaced equalizer
CE-TEQ channel-estimation-based turbo equalization
DA-TEQ direct-adaptation-based turbo equalization
SDA-TEQ soft DA-TEQ
LMS least mean square
IPNLMS improved proportional normalized LMS
MIMO multi-input multi-output
FOLMS fast self-optimized LMS
RLS recursive least-squares
PRLS proportional RLS
VSTD-TEQ virtual space-time diversity turbo equalization
FS-SE fractionally spaced soft interference cancellation equalizer
CIR channel impulse response
AWGN additive white Gaussian noise
B-CG Bernoulli-Complex Gaussian
PSK phase shift keying
RSC recursive system convolutional
ADC analog to digital converter



Appl. Sci. 2023, 13, 11050 19 of 20

ADM anti-Doppler module
SIC soft interference cancellation
FFF feedforward filter
FBF feedback filters
PD phase detector
NCO numberically controlled oscillator
LPF lowpass filter
LF loop filter
EP error propagation
EXIT extrinsic information transfer
MI mutual information
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