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Abstract: Animals have evolved to adapt to complex and uncertain environments, acquiring locomo-
tion skills for diverse surroundings. To endow a robot’s animal-like locomotion ability, in this paper,
we propose a learning algorithm for quadruped robots based on deep reinforcement learning (DRL)
and a rhythm controller that is based on a cosine oscillator. For a quadruped robot, two cosine oscilla-
tors are utilized at the hip joint and the knee joint of one leg, respectively, and, finally, eight oscillators
form the controller to realize the quadruped robot’s locomotion rhythm during moving. The coupling
between the cosine oscillators of the rhythm controller is realized by the phase difference, which is
simpler and easier to realize when dealing with the complex coupling relationship between different
joints. DRL is used to help learn the controller parameters and, in the reward function design, we
address the challenge of terrain adaptation without relying on the complex camera-based vision
processing but based on the proprioceptive information, where a state estimator is introduced to
achieve the robot’s posture and help finally utilize the food-end coordinate. Experiments are carried
out in CoppeliaSim, and all of the flat, uphill and downhill conditions are considered. The results
show that the robot can successfully accomplish all the above skills and, at the same time, with the
reward function designed, the robot’s pitch angle, yaw angle and roll angle are very small, which
means that the robot is relatively stable during walking. Then, the robot is transplanted to a new
scene; the results show that although the environment is previously unencountered, the robot can
still fulfill the task, which demonstrates the effectiveness and robustness of this proposed method.

Keywords: quadruped robot; cosine oscillator; rhythm controller; robot locomotion; deep reinforcement
learning

1. Introduction

Quadruped animals, shaped by billions of years of natural selection, possess re-
markable environmental adaptability and robust control capabilities in coordinated motor
tasks. Taking inspiration from nature, bioinspired legged robots have been developed.
Quadruped robots offer greater terrain adaptability compared to wheeled and crawler
robots, making them more efficient in disaster scenarios [1,2]. Additionally, quadruped
robots offer superior stability compared to biped robots and require less complexity and
energy than hexapod and octopod robots [3,4]. Due to these advantages, extensive research
has focused on quadruped robots, with particular emphasis on motion control as it directly
impacts their overall performance in various tasks.

In order to fulfill the motion control of the quadruped robot, many models have been
proposed, such as the zero moment point (ZMP) control [5], model predictive control
(MPC) [6], virtual model control (VMC) [7], etc. Zhang et al. [8] calculated the optimal
trajectory of the hip joint based on the stability margin of ZMP and used inverse kinematics
principles to determine the robot joint angles. The feasibility of the method was verified
on the BIT robot. Du et al. [9] designed an objective function and constraints for MPC
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based on the quadruped robot’s motion model, enabling tilt and forward motion control.
In addition to the above methods, the central pattern generator (CPG), a biological motor
control mechanism resembling that of quadruped animals, is commonly employed for
control tasks in quadruped robots.

Biological studies have revealed that the central pattern generator located in the spinal
cord mainly controls the rhythmic movement of vertebrates, such as walking, running
and jumping [10,11]. Building upon this knowledge, numerous CPG models have been
proposed for motion control in legged robots. These models include the Matsuoka neu-
ron oscillator [12], the Kimura model [13] and the Hopf oscillator model [14]. In 2014,
Xiao et al. [14] designed a gait switch mechanism for quadruped robots based on the Hopf
oscillator. Simulation results demonstrated the effectiveness of this approach. The robot
could smoothly and rapidly realize the conversion between two gaits. In [15], environ-
mental information was sensed by the robot’s sensors and a reflex model was centralized
within the CPG network. This allowed the quadruped robot to seamlessly transition
from flat ground to the slope. Zhang et al. [16] designed a series CPG model capable of
generating arbitrary periodic signals and dynamically adjusting its phase online. They
achieved trot gait on the baby elephant quadruped robot. In a more recent study by Zhang
et al. in 2021 [17], a CPG network with complex-value parameters was designed based
on the dynamics of the quadruped robot and, additionally, a DC motor was integrated
into the CPG network, enabling the robot to perform uphill and downhill motions. Al-
though CPG control has achieved certain results, its coupling is strong and complicated,
which has certain restrictions on the robot’s movement, and its parameter tuning is also a
complicated process.

Recently, the combination of deep learning (DL) and reinforcement learning (RL)
has led to the emergence of deep reinforcement learning (DRL) techniques, which have
found increasing applications in robotics [18–20]. Unlike model-based methods, DRL is an
end-to-end model-free learning method that relies on trial-and-error exploration [21,22].
By interacting with the environment, robots utilizing DRL gain valuable experience and
gradually learn optimal movement strategies based on a reward function, mirroring the
learning process of infants acquiring walking skills. Researchers have applied DRL in
various robotic tasks. Zhu et al. [23] combined DRL with foot trajectory planning to enable
quadruped robots to traverse slopes. Lee et al. [24] designed a hierarchical reinforcement
learning algorithm for climbing over obstacles. Bellegarda et al. [25] redefined an oscillator
based on the amplitude-controlled phase oscillator, which generated swimming and walk-
ing behaviors in salamander robots [26], and used the Proximal Policy Optimization (PPO)
algorithm to learn the oscillator parameters. Rudin et al. [27] used DRL algorithms to train
robot jumping and landing, successfully transferring the learned skills to the SpaceBok
robot. In 2021, Lee et al. [28] developed a control algorithm based on RL and the artificial
neural network; the RL policy was determined according to the expected optimal motor an-
gle of the quadruped robot, and the neural network was trained with this policy as training
data, enabling self-balancing control of the robot. While DRL algorithms can facilitate the
learning of various motor skills by robots, it is important to note that learning from scratch
requires a large number of interactions between the robot and the environment to obtain
sufficient training samples. Consequently, the learning process can be time-consuming.

In this paper, to mimic the properties of biorhythm movement, we propose a new
kind of adaptive learning algorithm that combines deep reinforcement learning (DRL)
and a rhythm controller based on a cosine oscillator for controlling the locomotion of a
quadruped robot. The rhythm controller is responsible for coordinating the movements of
the robot’s four legs, while DRL is employed to learn the parameters of the controller and
enable the robot to acquire various motor skills. The main contributions of this paper are
as follows:

(1) Eight cosine oscillators are used to construct the quadruped robot’s locomotion rhythm
controller, and then the coordination of different legs is coupled just by the phase
relationship among the eight joints. This simple weak coupling has fewer restrictions
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on the robot movement, which makes the generation of legged robots’ locomotion
rhythm simpler and easier, and it is also easy to realize all kinds of gaits, as well as
applying to most kinds of legged robots.

(2) The Soft Actor-Critic (SAC), a kind of DRL algorithm, is used to train the parameters
of the rhythm controller, which addresses the challenge of automatic acquisition
and adjustment of the controller parameters. The reward function designed in this
paper not only considers the robot’s general locomotion abilities, such as attitude
balance and yaw control, but also takes its adaption to complex terrain into account.
Therefore, a state estimation method is proposed, and the achieved slope information
is integrated into the reward function to finally enable the robot to better cope with an
unknown environment.

The rest of this paper is organized as follows. Section 2 introduces the concrete struc-
ture of the robot and the gait planning. Section 3 introduces quadruped robot locomotion
learning algorithms in detail, including the rhythm controller based on a cosine oscillator,
the slope information estimation method and the deep reinforcement learning algorithm.
Section 4 shows the simulation results of the locomotion learning algorithm on the robot.
Finally, Section 5 gives a brief conclusion.

2. The Robot
2.1. The Quadruped Robot

The quadruped robot used in this work is shown in Figure 1, which is 0.8 m long,
0.7 m wide and 0.732 m high. The robot has four legs, which are named left-front leg (LF),
right-front leg (RF), left-back leg (LB) and right-back leg (RB). For each leg, two joints are
considered, named the hip joint and the knee joint as shown in Figure 1.

Figure 1. The quadruped robot, where LF represents the left-front leg, RF represents the right-front
leg, LB represents the left-back leg, and RB represents the right-back leg. The direction of the red
arrow is straight ahead.

The motion states of the quadruped robot include the position of the robot’s center
of gravity (x, y, z), the orientations (pitch P, roll R and yaw Y), the velocities and acceler-
ated velocities of the robot’s movement (vx, vy, vz, v̇x, v̇y, v̇z), the foot endpoint positions
((xi

f oot, yi
f oot, zi

f oot), where i = 1, 2, 3, 4), the joint angles (ξ j, where j = 1, 2, · · · , 7, 8) and the

angular velocities (ξ̇ j).

2.2. Gait Planner

For quadruped robots, trot gait, space gait, bound gait, crawl gait and walk gait are
often used [29]. In this work, the trot gait is chosen, of which the two diagonal legs of the
quadruped robot always move in the same state, while the other two legs move in the
opposite state; therefore, two legs of a quadruped robot are in the supporting state at any
time. The trot gait movement process is shown in Figure 2; for example, at the beginning,
RF and LB are in the swing phase in black, while LF and RB are in the support phase in
white, after half a cycle, the swing phase and the support phase exchange.
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RF

RB

LB

LF

0 T/2 T 2T 3T  
Figure 2. Trot gait pattern. The black squares indicate that the robot’s legs are in the swing phase,
and the white squares indicate that the robot’s legs are in the support phase.

3. Locomotion Learning Algorithm

In this paper, a quadruped robot adaptive locomotion learning control architecture
algorithm is proposed, and the algorithm structure framework is shown in Figure 3. The
algorithm mainly consists of the Soft Actor Critic (SAC) and a rhythm controller based
on a cosine oscillator, in which four control units constitute the rhythm controller and
directly output the angle required by the eight joints of the robot, while the SAC algorithm
is used to learn the parameters required by the controller. In addition, in order to reduce
the number of parameters of the controller, the trot gait is integrated into the rhythm
controller. Moreover, in order to better adapt the robot to the irregular environment, a
slope angle estimation method is proposed, and the angle information is considered in the
reward function.

Figure 3. Quadruped robot adaptive locomotion learning algorithm architecture.The blue line output
by the control unit represents the hip signal, and the red line represents the knee signal.

3.1. Rhythm Controller Based on a Cosine Oscillator
3.1.1. Single-Legged Control Unit

In this work, cosine oscillators [30] are used to make up the rhythm controller. Each leg
of the quadruped robot is controlled by a control unit, which consists of N cosine oscillators;
the equation for this is as follows:

Yi = Ai cos(
2πt
T

+ ϕi), (1)

where Yi represents the output of the ith oscillator, Ai is the amplitude of the ith oscillator,
T is the period of the oscillator, and ϕi is the initial phase of the oscillator.
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It is pointed out that when one leg is in the support phase, it is better for the quadruped
robot to move by swinging the hip back and keeping the knee motionless [31]. So, for the
robot in this work with two joints on one leg, the control unit is designed as Equation (2):

Yh = Ah cos( 2πt
T + ϕ0),

Yk = Ak cos( 2πt
T + ϕ1),

θh = Yh,

θk =

{
Yk, if Yk ≥ 0,
0, if Yk < 0,

(2)

where θh is the signal of the hip joint, θk is the signal of the knee joint, Ah represents the
amplitude of the hip joint and Ak represents the amplitude of the knee joint. Figure 4
shows that the single-legged control unit output when Ah = 1.5, Ak = 1.0, T = 2.0, ϕ0 = 0,
ϕ1 = π

2 . It can be seen from the picture that the motion waveform of the hip joint is full
wave and that of the knee joint is half wave. From t = 0 to t = T

2 = 1, with one leg in
the support phase, the hip rotates from 1.5 radians to −1.5 radians, and the knee does not
move. From t = T

2 = 1 to t = T = 2, with the leg in the swing phase, the hip rotates from
−1.5 to 1.5 radians, the knee rotates from 0 to 1 radians and then from 1 to 0 radians.

0 1 2 3 4 5
��������

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

�
�


�
��
	��
��
��
���

��
� θh

θk

Figure 4. Output of the single-legged control unit.

3.1.2. Four-Legged Rhythm Controller

The rhythm controller, as shown in Figure 5, consists of four control units; the expres-
sion for this is shown in Equation (3):

θLF
h = Ah cos( 2πt

T + ϕ0),

θLF
k =

{
Ak cos( 2πt

T + ϕ1), if Ak cos( 2πt
T + ϕ1) ≥ 0,

0, if Ak cos( 2πt
T + ϕ1) < 0.

θRF
h = Ah cos( 2πt

T + ϕ2),

θRF
k =

{
Ak cos( 2πt

T + ϕ3), if Ak cos( 2πt
T + ϕ3) ≥ 0,

0, if Ak cos( 2πt
T + ϕ3) < 0.

θLB
h = Ah cos( 2πt

T + ϕ4),

θLB
k =

{
Ak cos( 2πt

T + ϕ5), if Ak cos( 2πt
T + ϕ5) ≥ 0,

0, if Ak cos( 2πt
T + ϕ5) < 0.

θRB
h = Ah cos( 2πt

T + ϕ6),

θRB
k =

{
Ak cos( 2πt

T + ϕ7), if Ak cos( 2πt
T + ϕ7) ≥ 0,

0, if Ak cos( 2πt
T + ϕ7) < 0,

(3)

where θLF
h , θLF

k , θRF
h , θRF

k , θLB
h , θLB

k , θRB
h , θRB

k represent the angles of the LF hip, LF knee, RF
hip, RF knee, LB hip, LB knee, RB hip and RB knee, respectively. ϕ0, ϕ1, · · · , ϕ7 represent
the initial phases of each joint at time t = 0.
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Figure 5. Four-legged rhythm controller structure, where the hip joints are represented by h, the
knee joints are represented by k, B represents the body, and the dashed lines represent the coupling
between two joints, represented by ϕij.

In this work, each joint of the robot is controlled by a cosine oscillator. In order to
achieve smooth motion control of the robot, the two joints of each leg must cooperate with
each other, while the four legs also need to cooperate with each other. The weak coupling
of different joints is realized by the phase difference ϕij.

ϕij = ϕi − ϕj, i, j = 0, 1, · · · , 7, (4)

where, ϕi and ϕj represent the initial phases of two different joints.

3.2. Slope Angle Estimation

To make the robot move on the slope better, it is very important for the robot to obtain
the angle of the slope. In this work, a slope angle estimation method was designed, so that
the quadruped robot can know the slope angle according to the coordinates of its foot ends
without the aid of cameras. The estimation process is shown in Figure 6, where the red and
blue dots indicate the position of the foot endpoints.

θ

θ

A

B
C

X

Y

Z

 Figure 6. The robot is on the slope. The red and blue dots indicate the position of the foot endpoints.

Connect A and B as diagonal lines to build a cuboid, as shown in Figure 6, let the
coordinate of point A be (xA, yA, zA), and the coordinate of point B is (xB, yB, zB), select a
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point C (xC, yC, zC) on the cuboid, where xC = xB, yC = yA, zC = zA, then the angle of the
slope can be calculated as shown in Equation (5).

θ = arctan
zB − zA
yB − yA

. (5)

3.3. Deep Reinforcement Learning Algorithm

In this work, DRL is used to train the rhythm controller parameters to ensure the
stable motion of the quadruped robot under different conditions. The DRL algorithm used
in this work is the Soft Actor-Critic (SAC) [32,33].

The learning process of a quadruped robot can be regarded as the Markov decision pro-
cess (MDP), which can be represented by a tuple (S, A, P, r, γ), where S = {s1, s2, · · · , sT}
is the set of states, A = {a1, a2, · · · , aT} represents the set of actions, P is the state transition
probability from the current state to the next state, r is the reward value for each step and
γ ∈ [0, 1] represents the discount factor.

The usual mechanism for reinforcement learning is to find a strategy that maximizes
cumulative reward; its expression is shown in Equation (6):

π∗ = arg max
π

Eπ [∑
t

r(st, at)], (6)

where π is the policy, π∗ is the optimal policy, E is the expected reward, t is time and
r(st, at) is the reward for choosing action at in state st. The SAC algorithm, of course, also
follows this rule, but the difference is that the SAC algorithm incorporates an entropy,
which, in addition to maximizing the cumulative reward, makes the strategy more random;
the expression is then shown in Equation (7):

π∗ = arg max
π

Eπ [∑
t

r(st, at) + αH(π(·|st))], (7)

where H(π(·|st)) is the entropy representing the degree of randomness of policy π in state s
and α is the regularization coefficient, which mainly controls the importance of the entropy.

In this work, the selected state space includes the position of the center of gravity of the
robot, the motion speed of the robot on the X, Y and Z axes, the pitch angle, yaw angle, roll angle
and the rotation angle of the eight joints during the robot’s movement; so, the state space can be
expressed as {vx, vy, vz, qpitch, qyaw, qroll , ξ1, · · · , ξ8}. From Equation (3), we know that the
parameters of the rhythm controller include Ak, Ah, T, ϕ0, ϕ1, ϕ2, ϕ3, ϕ4, ϕ5, ϕ6, ϕ7. Since
the gait used in this work is the trot gait, ϕ0 = ϕ6 = 0, ϕ1 = ϕ7, ϕ2 = ϕ4 = π, ϕ3 = ϕ5, the
action space is a = [Ak, Ah, T, ϕ1, ϕ3], which directly passes to the cosine rhythm controller
to ensure that the controller works correctly, where Ak ∈ [−0.5, 0.5], Ah ∈ [−0.5, 0.5],
T ∈ (0, 2], ϕ1 ∈ [−2π, 2π], ϕ3 ∈ [−2π, 2π].

In order to speed up the learning process, we set a penalty value, as long as the robot
falls, where a punishment rp will be given, as shown in Equation (8), and the current round
of training is then over.

rp = −100. (8)

At the same time, in order to encourage the robot to move, a reward rs is given to the
robot for every step of movement, as shown in Equation (9):

rs = 10. (9)

In order to encourage the robot to move forward, a forward reward is given to the
robot. In this work, the forward direction of the robot is the Y direction (in the world
coordinate system), so the forward reward function is

ry = w1(ynow − ylast), (10)
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where ynow is the position of the robot in the Y direction at the current moment, ylast is
the position of the robot in the Y direction at the previous moment and w1 is the forward
reward function weight. Similarly, a reward function is given to the robot for the X direction,
aiming to reduce the yaw of the robot; the reward function is shown in Equation (11):

rx = −w2|xnow − xlast|, (11)

where rx is the reward for yawing, xnow is the position of the robot in the X direction at
the current moment and xlast is the position of the robot in the X direction at the previous
moment. In addition, in order to make the robot move more smoothly, the reward func-
tion is set for its pitch angle, roll angle and yaw angle, and the expression is shown in
Equation (12):

ro = −w3|qpitch − θ| − w4|qyaw| − w5|qroll |, (12)

where ro is the reward of orientation, qpitch is the pitch angle, qyaw is the yaw angle, qroll is
the roll angle, θ is the angle of slope calculated by Equation (5) and w3, w4 and w5 are the
related weights. Therefore, the complete reward function r for the SAC is

r = αrp + β(rs + ry + rx + ro)

= −100α + β(10 + w1(ynow − ylast)− w2|xnow − xlast|
− w3|qpitch − θ| − w4|qyaw| − w5|qroll |).

(13)

When the robot falls down, α is 1 and β is 0; otherwise, α is 0 and β is 1. In addition,
the selection of w1,w2,w3,w4 and w5 must ensure that r > 0 when α = 0 and β = 1, so that
the robot can learn to move forward. In this work, w1 = 150, w2 = 100, w3 = 30, w4 = 40
and w5 = 30.

4. Simulation Results and Analysis

All the simulation experiments in this work are carried out in CoppeliaSim V4.0.0 [34],
where the physics engine uses Bullet 2.83, the language used is Python, and the Python
version used is Python 3.9

4.1. Flat Walking Task

In order to prove that the algorithm framework proposed in this work can complete
the autonomous motion learning task of a quadruped robot, the robot was first made to
carry out motion learning on a flat ground.

Figure 7 shows the reward value obtained by the quadruped robot trained in a virtual
environment on flat ground. It can be seen clearly from the picture that the reward
value increases rapidly from 0 to 1500 steps, meaning that the robot can quickly learn the
movement, from the initial fall to the complete walk, which signifies that the robot can
quickly learn the motor skills by using our proposed algorithm. By 9000 steps, the reward
function value has exceeded 600, and the robot has learned good motion.

Figure 8 shows the position of the center of gravity when the robot moves on flat
ground. The X direction represents the yaw direction, the Y direction represents the forward
direction and the Z direction represents the direction of the body shaking up and down
during the movement of the robot. It can be seen from the figure that the robot’s position in
the Y direction is basically a straight line, which indicates that the robot presents uniform
motion in the forward direction, especially during the period from 4.5 s to 9 s. From the
Z direction, it can be seen that the robot would shake up and down in the process of
lifting its legs and landing. Although there is a small amount of yaw in the X direction
during movement, the maximum yaw is less than 0.12 m, and the robot is also corrected in
real-time during the movement. Therefore, on the whole, the motion state of the robot is
good, which proves that the algorithm proposed in this paper can achieve good movement
of the robot.
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Figure 8. Curves of the robot’s center of gravity position during walking on flat ground.

Figure 9 shows the changes in the robot’s body posture in the process of movement.
The solid line represents the learning result using the reward function r in this paper, while
the dashed line represents the learning result using only rx and ry as rxy. It can be seen
from the figure that the yaw angle of the robot can be greatly reduced after learning with
the reward function r compared with that of the reward function rxy. This is because the
addition of the reward function ro is equivalent to the constraint on the robot’s attitude,
and the pitch angle and roll angle are not large, so the constraint effect is not very obvious.

It can be seen from Figures 8 and 9 that the learning algorithm proposed in this paper
can enable the robot to better complete the flat motion and basically achieve uniform
straight motion on flat ground, and the pitch angle, yaw angle and roll angle all vary within
a small range, with the maximum of 0.09, 0.10 and 0.09 radians, respectively.
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Figure 9. Attitude curves of the robot during walking.

4.2. Uphill and Downhill Task

In addition to flat movement, the quadruped robot can also carry out uphill and
downhill movement in this work. Figure 10 shows a slope scene of 5°, which includes three
sections: uphill, flat and downhill.

Figure 10. Slope of 5°. The yellow slope has three sections, which are 5° uphill, 0° slope and 5°
downhill, and each section is 3m as shown in the black line segment.

Figure 11 shows the uphill and downhill processes of the robot. Figure 11a,b show the
process of the robot from the zero slope to the uphill slope; Figure 11b–d show the process
of the robot going uphill; Figure 11d,e show the process of the robot from the uphill to zero
slopes; Figure 11e–g show the process of the robot walking on a zero slope; Figure 11g,h
represent the transition process of the robot from the zero slope to the downhill slope;
Figure 11h,i show the process of the robot going downhill.

Figure 12 and Figure 13, respectively, show the position of the center of gravity and
the attitude angle of the body when the robot is moving up and down hills in the scene
in Figure 10. In Figure 12, the blue line represents the position change of the robot’s body
center of gravity on the X axis; the red line represents its position change on the Y axis,
which is also the robot’s direction of advance; the green line represents its change on the
Z axis.
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(a) zero slope (b) transitional period (c) uphill

(d) uphill (e) transitional period (f) zero slope

(g) zero slope (h) transitional period (i) downhill

Figure 11. Robot uphill and downhill processes.

The blue line in Figure 13 represents the robot’s pitch angle, the red line represents the
yaw angle, the green line represents the roll angle and the orange dashed line represents
the expected pitch angle. By combining Figures 12 and 13, we can learn that the robot starts
to move uphill as shown in Figure 11b in about 4 s, arrives at the zero slope section in about
11.5 s as shown in Figure 11e and starts downhill as shown in Figure 11h in about 15.5 s.
The speed of the robot on the uphill slope is smaller than that on the flat slope. It can also be
seen that the robot’s pitch angle always follows the expected pitch angle during movement,
that is to say, the robot could adjust its posture to adapt to the slope environment. In the
process of movement, the maximum roll angle of the robot is no more than 0.1 radian, and
it can be seen that the roll angle becomes larger when the robot starts to go uphill and
downhill, while the rest of the rolling angle is small under stable conditions. Although
the yaw angle of the robot in the uphill and downhill processes is larger than that in the
flat movement, it can be seen from the X yaw direction that the robot movement does not
produce a large yaw. Therefore, the algorithm proposed in this paper can help the robot
learn better in climbing locomotion.
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Figure 12. The robot’s center of gravity position during movement in the scene in Figure 10.
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Figure 13. The orientation of the robot during movement in the scene in Figure 10.

Figure 14 shows the output of the rhythm controller based on a cosine oscillator when
the robot moved in the scene in Figure 10. We can see from the figure that the output of the
rhythm controller during the robot movement has three modes, corresponding to the flat
slope movement, uphill movement and downhill movement of the robot, respectively. From
the figure, it is easy to see the difference in the output of the rhythm controller during the
uphill and the flat slope; however, there is little difference in the output of the hip joint and
some difference in the output of the knee joint in the process of flat and downhill motion.
We can see from Figure 14 that our algorithm can output different patterns according to
different environments to help the robot better cope with changes in the environment.

In addition, we also used the rhythm controller alone to control the robot for walking
as shown in Figure 15. As can be seen from the figure, in the first six seconds under a
set of parameters, the robot is able to move well on the flat ground. However, after six
seconds, the robot encountered a slope of 5°; it could not climb the slope and fell down.
Therefore, it can be concluded that a fixed set of rhythm controller parameters can only
adapt the robot to one mode of motion, which also proves the power and superiority of our
proposed algorithm.
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Figure 14. The output of the cosine rhythm controller during movement in the scene in Figure 10.
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Figure 15. The center of gravity curve of the robot when using fixed cosine rhythm controller parameters.

4.3. Unknown Scenario Task

In order to prove that the proposed algorithm can meet the requirements of the
environmental adaptability of the quadruped robot, we also carried out an unknown
scenario experiment. Under the condition that the robot was well trained with the 5° slope,
the slope was changed to the one shown in Figure 16. The slope, called S-4, consisted of four
sections , 5°, 0°, 9° and 0°, and each section is 1.4 m, 1.4 m, 1.2 m and 1.4 m, respectively.

Figures 17 and 18 show the center of gravity position and body orientation of the
robot, respectively. Combined with Figures 17 and 18, it can be seen that the robot begins
to climb the first slope in about 2.5 s, reaches the 0° slope in the second stage in about 5.6 s,
climbs the 9° slope in the third stage in about 8.3 s, reaches the 0° slope in the fourth stage
in about 15.1 s and, finally, stops on the slope. It also can be seen that the forward speed
of the robot would decrease correspondingly when climbing the slope, and the higher the
slope, the lower the speed. In addition, we can know from the figures that when the robot
moves from one state to another state, the yaw angle of the robot will change greatly.
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Figure 16. The slope called S-4, which has 4 sections. The first section is 5° uphill slope which is
1.4 m, as shown by the black line segment with arrows, the second section is a 0° slope which is 1.4 m,
the third section is a 9° uphill slope which is 1.2 m, and the fourth section is a 0° slope which is 1.4 m.
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Figure 17. The robot’s center of gravity position when climbing S-4.

Figure 19 shows the output of the rhythm controller when the robot moves. We can
see from the figure that except for the first step, the output state of the rhythm controller is
basically the same from the second step to the fourth step. At this time, the robot was on
flat ground or just started to climb the hill, and the controller outputted a pattern. At about
3.4 s, the robot was completely on the slope which was 5°, the controller outputted another
pattern. Then, the robot entered the 0° slope, and the output of the controller was the same
as that of the robot in the flat ground motion until the robot reached the 9° slope, where the
rhythm controller outputted the third pattern.

Through this experiment, it can be proved that the algorithm proposed in this paper
is robust and can make the robot cope with the change in the environment. Although the
slope of 9° and the two uphill sections were never encountered before by the robot, it could
still adapt to the changes well. In addition, we can see from Figure 19 that the rhythm
controller can output different modes corresponding to different environments. Through
the conversion between different modes, the robot can realize the adaptive movement of
the environment.
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Figure 18. The orientation of the robot when climbing S-4.
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Figure 19. The output of the cosine rhythm controller when the robot climbed S-4.

5. Conclusions

In this work, a new kind of quadruped robot locomotion learning algorithm based on
DRL and a rhythm controller was proposed to enable a robot to adapt to different kinds of
environments. The rhythm controller is composed of eight cosine oscillators and, by config-
uring the phases of cosine oscillation, the complex coupling between the eight joints of the
quadruped robot that needs to be considered in the CPG-based methods becomes simpler
and easier to deal with here. In order to achieve the best rhythm controller parameters,
the SAC algorithm was adopted. During the reward designing, in order to make sure that
the quadruped robot can better adapt to the slope environment, a slope angle estimation
method was proposed to obtain the slope angle based on the robot’s proprioceptive infor-
mation, and the slope angle was added to the reward function. Compared to the DRL-only
approach, the introduction of a newly designed rhythm controller can significantly improve
the learning process. Experiments in different scenes show that the proposed algorithm
can not only enable the robot to have good motor skills in the phases of flat, uphill and
downhill, but also make it deal with an environment that it has never encountered before.
The rhythm controller based on a cosine oscillator is simple and versatile, which can be
applied to most kinds of legged robots, and provides great convenience for the migration
to the physical robot. In this research, we only considered the robot’s forward movement.
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Next, we will improve the algorithm in the future to make the robot able to adjust its gait
and adaptively track different trajectories.
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