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Abstract: The unsupervised domain-adaptive vehicle re-identification approach aims to transfer
knowledge from a labeled source domain to an unlabeled target domain; however, there are knowl-
edge differences between the target domain and the source domain. To mitigate domain discrepancies,
existing unsupervised domain-adaptive re-identification methods typically require access to source
domain data to assist in retraining the target domain model. However, for security reasons, such
as data privacy, data exchange between different domains is often infeasible in many scenarios. To
this end, this paper proposes an unsupervised domain-adaptive vehicle re-identification method
based on source-free knowledge transfer. First, by constructing a source-free domain knowledge
migration module, the target domain is consistent with the source domain model output to train a
generator to generate the “source-like samples”. Then, it can effectively reduce the model knowledge
difference and improve the model’s generalization performance. In the experiment, two mainstream
public datasets in this field, VeRi776 and VehicleID, are tested experimentally, and the obtained
rank-k (the cumulative matching features) and mAP (the mean Average Precision) indicators are both
improved, which are suitable for object re-identification tasks when data between domains cannot
be interoperated.

Keywords: vehicle re-identification; unsupervised domain adaptation; source-free knowledge
transfer; pseudo label; joint training

1. Introduction

Vehicle re-identification (Re-ID) refers to judging whether vehicle images captured in
non-overlapping areas belong to the same vehicle in a traffic monitoring scene within a
specific range. Recently, vehicle re-identification methods based on supervised learning
have made great progress [1–5]. However, the supervised learning method mainly has the
following problems: (1) It is extremely dependent on complete labels, that is, the labels of
training data from multiple non-overlapping cameras, annotating all large-scale unlabeled
data, which is time-consuming and labor-intensive. (2) These methods perform well in the
original task (source domain), but when deployed in a new environment (target domain),
the performance will drop significantly due to the presence of domain bias.

To overcome these problems, researchers began to focus on the research of unsuper-
vised domain-adaptive vehicle re-identification methods [6–11], that is, trying to transfer
images from a well-marked source domain dataset to an unlabeled target domain dataset
through knowledge transfer. Isola et al. [12] used generated images to train the ReID
model by preserving the identity information from the well-labeled domain, while learn-
ing the style of the unlabeled domain to improve the performance of the model in the
unlabeled target domain. Peng et al. [13] proposed a progressive adaptation learning
algorithm for vehicle re-identification. This method utilizes the source domain to gen-
erate “pseudo-target samples” through the Generative Adversarial Network (GAN). It
employs a dynamic sampling strategy during training to mitigate domain discrepancies.
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Zheng et al. [14] proposed a viewpoint-aware clustering algorithm. It leverages a pre-
trained vehicle orientation predictor to predict the orientations of vehicles and assign
directional pseudo labels. First, it clusters vehicles with the same perspective. Subse-
quently, it clusters vehicles with different perspectives, thereby enhancing the performance
of the vehicle re-identification model. Wang et al. [15] proposed a progressive learning
method named PLM for vehicle re-identification in unknown domains. The method utilizes
domain adaptation and a multi-scale attention network to smooth domain bias, trains
a reID model, and introduces a weighted label smoothing loss to improve performance.
The above methods preserve the identity information from a well-labeled source domain
while learning the style of the unlabeled target domain, but usually face the problem that
when learning an adaptive model on the target domain, it is unavoidable to visit the source
domain to generate new samples for subsequent fine-tuning. However, due to issues
related to data ownership and privacy concerns, such as the fact that vehicle data between
different cities are typically not shared, in many cases data exchange between domains is
infeasible. Consequently, the target domain model cannot directly access source domain
data, greatly impacting the model’s adaptability performance.

To this end, this paper proposes an unsupervised domain-adaptive vehicle
re-identification method based on source-free knowledge transfer; that is, a target do-
main sample is given, the migration image of the sample is obtained through the generator,
and the two images are, respectively, provided to the target model and the source model.
The, the difference between the image pair compensates for the knowledge difference be-
tween the domain models, so that the output of the two domain models is similar, and then
the generator is trained by constraining the output similarity, and the target domain data
can be transformed to have the style of the source domain. Therefore, these “source-like
samples” can replace the role played by the source domain data in the model adaptation
of the target domain, and since the generated sample content is provided by the target
domain, it is has more affinity in the process of model adaptation, which helps to solve the
problem that the target domain cannot access the data of the source domain. The method
can be divided into two stages:

(1) In the first stage, we construct a source-free knowledge transfer module. It trains a
generator to produce “source-like samples” using only the source domain model and
the target domain model trained without labeled target domain data as supervision.
Importantly, this process does not involve accessing source domain data. The “source-
like samples” exhibit a style matching the source domain and content matching the
target domain.

(2) In the second stage, we employ a progressive joint training strategy to gradually train
an adaptive model by inputting different proportions of “source-like samples” and
target domain data. This process can be viewed as a means of data augmentation.
Compared to directly applying target domain data to the source domain model, the
“source-like samples” infused with source domain knowledge exhibit greater affinity
to the model. Through iterative training, they effectively reduce domain discrepancies,
thereby enhancing the model’s generalization performance.

The contributions of this paper can be summarized as follows:

(1) We propose an unsupervised domain-adaptive vehicle re-identification method based
on source-free knowledge transfer. Without the need to access source domain data,
we utilize domain discrepancy information inherent in the source domain model and
the target domain model to constrain a generator in generating “source-like samples.”
These samples serve as a means of data augmentation to assist in model training for
vehicle re-identification tasks.

(2) We introduce “source-like samples” and a progressive joint training strategy for the
target domain. These “source-like samples” are adapted to the same style as the
source domain model and matched in content to the target domain data. They serve
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as an intermediate bridge between the source domain model and the target domain
data, alleviating domain discrepancies and thus enhancing model performance.

2. Method

In this section, we give a detailed description of the proposed method. The schematic
diagram of the method is shown in Figure 1. It only needs to be given a source model
and a target model, and through the source-free knowledge transfer module constructed
in this paper, a generator G(·) can be trained to generate “source-like samples” x̃. This
sample contains source domain knowledge and is more compatible with the source domain
model compared to directly applying it to the target domain. It can be utilized as a data
augmentation technique to assist in training the target model, thus contributing to improved
model performance. Furthermore, we employ a progressive joint training strategy, using
this sample in conjunction with target domain data. We control the proportion of “source-
like samples” relative to the original target domain samples to avoid potential degradation
in model performance due to an excessive proportion of noisy samples. Our approach in
this paper eliminates the need to access source domain data, overcoming the limitations
imposed by existing unsupervised domain-adaptive methods that require access to the
source domain. This eliminates potential security and transmission concerns associated
with accessing source domain data.

Figure 1. Schematic diagram of unsupervised domain-adaptive vehicle re-identification method
based on source-free knowledge transfer.

2.1. Pre-Trained Source Model and Target Model

Among the existing unsupervised domain-adaptive methods [16], the usual practice
is to train the model F(· | θ) on the source domain first, where θ represents the parameters
of the current model, and then transfer the model to the target domain for learning.

The method in this paper does not need to access the source data, and its source
domain model is expressed as shown in Equation (1):

Ds = {xs
i , ys

i } |
Ns
i=1 (1)

where xs
i represents the i-th training sample, ys

i represents its identity label, and Ns rep-
resents the total number of samples. The target domain model is expressed as shown in
Equation (2):

Dt = {xt
i} |

Nt
i=1 (2)

which does not have any associated labels. The experimental steps are as follows:
First, the source domain is accessed to train the source model as well as a learn-

able source domain classifier Cs : f s → {1, 2...Ms}, where Ms represents the number of
sample identities.
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Second, it is optimized using the identity classification loss Ls
id(θ) and triplet loss

Ls
tri(θ) [17] composed of the cross-entropy loss function Lce, as shown in Equations (3) and (4):

Ls
id(θ) =

1
Ns

Ns

∑
i=1
Lce(Cs(Fs(xs

i | θ)), ys
i ) (3)

Ls
tri(θ) =

1
Ns

Ns

∑
i=1

max(0, || Fs(xs
i | θ)− Fs(xs

(i,p) | θ) || +

m− || Fs(xs
i | θ)− Fs(xs

(i,n) | θ) ||)
(4)

where || · || represents the L2-norm; the subscripts (i, p) and(i, n) represents the positive
sample and the negative sample of the i−th sample, respectively; and m = 0.5 represents
the distance margin of triplet loss. The overall loss Ls(θ) of the pre-trained source domain
model is therefore calculated as shown in Equation (5):

Ls(θ) = Ls
id(θ) + λsLs

Ptri(θ) (5)

where λs represents the weight of two losses. After obtaining the source model, we train a
target model by loading the source model parameters, clustering the target domain, and
then predicting the pseudo labels ỹt

i . The overall loss Lt(θ) of the target domain model is
therefore calculated as shown in Equation (6):

Lt(θ) = Lt
id(θ) + λtLt

tri(θ) (6)

2.2. Source-Free Image Generation Module

The existing unsupervised domain-adaptive vehicle re-identification methods usually
need to access the source domain data, and transfer the well-marked source domain data
to the unmarked target domain style through style-based transfer [18,19] or a generative
confrontation network [20,21], so as to smooth domain bias to better apply source domain
models to target domain data. However, in cases where certain data are subject to security
and privacy restrictions, accessing source domain data can be extremely challenging. To
address this issue, this paper constructs a source-free image generation module. Its purpose
is to leverage the implicit domain information within the model to compel the generator to
produce “source-like samples” in the target domain data, mimicking the style of the source
domain. This generation of samples aims to bridge the knowledge gap between models.

As shown in Figure 2, the first row consists of target sample images, while the second
row shows the “source-like samples” generated through the source-free image generation
module. The most significant characteristic of these samples is that their content matches
that of the target domain data, while their style can match that of the source domain
model. They serve as a bridge between the source domain and the target domain. In
the subsequent model optimization process, training these samples in conjunction with
target domain samples effectively enhances the generalization performance of the vehicle
re-identification model.

The source-free image generation module is designed to train an image generator G(·)
using the implicit domain information within the model, thereby generating “source-like
samples” with the style of the source domain. These samples replace source domain data to
match the source model. To describe the knowledge adapted in the “source-like samples,”
in addition to the traditional knowledge distillation loss Lkd, a channel-level relationship
consistency loss Lrc is introduced. This loss focuses on the relative channel relationships
between feature maps in the target domain and the “source-like samples”. Therefore, the
total loss LSFIG is calculated as shown in Equation (7):

LSFIG = Lkd + Lrc (7)

In the following sections, the details of the two losses will be introduced in detail.
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Figure 2. Schematic diagram of comparison between source-like samples and target samples.
(a) target. (b) source-like.

2.2.1. Knowledge Distillation Loss

In our proposed source-free image generation network, we utilize a combination
Fs(G(xt

i )) of the source model and generator to describe the knowledge adapted in the
target model. This approach can be considered as a special application of knowledge
distillation. Our aim is to extract knowledge differences between two domains into the
generator. In this case, we compose the knowledge distillation loss Lkd by using the output
ρ(Fs(x̃)) obtained by feeding “source-like samples” into the source model and the output
ρ(Ft(xt

i )) obtained by feeding target domain samples into the target model, as shown in
Equation (8):

Lkd = Dkl(ρ(Fs(x̃)), ρ(Ft(xt
i ))) (8)

where Dkl(·) represents the Kullback–Leibler divergence(KL).

2.2.2. Channel-Level Relational Consistency Loss

In unsupervised domain-adaptive tasks, it is usually assumed that there is a fixed
classifier, so it can be considered that the global features obtained by the target domain
through the target model should be similar to the global features obtained by “source-
like samples” through the source model. To promote similar channel-level relationships
between feature maps f s → Fs(x̃) and f t → Ft(xt

i ), a relation consistency loss is used
to constrain the model.

Previous knowledge distillation work is usually constrained by maintaining batch-
level or pixel-level relationships [22,23]. However, this constrained approach is not suitable
for the current task. First of all, the batch-level relationship cannot supervise the generation
task of each image well, which will cause damage to the generated effect. Second, the effec-
tiveness of pixel-level relationships will be greatly reduced after global pooling. Compared
with the two, the channel-level relationship [24] is computed on a per-image basis and is
not affected by global pooling. Therefore, the channel-level relationship is more suitable
for computing Lrc.

Given the feature map f s of “source-like samples” and the feature map f t of the target
domain, we resize them into feature vectors F s and F t, as shown in Equations (9) and (10):

f s ∈ RD∗H∗W → F s ∈ RD∗HW (9)

f t ∈ RD∗H∗W → F t ∈ RD∗HW (10)

where D, H, and W, represent the feature map’s depth (number of channels), height, and
width, respectively. Next,we compute their channel-level self-correlation, the gram matrix,
as shown in Equation (11):

Gs = F s · (F s)T ,G t = F t · (F t)T (11)
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where Gs,G t ∈ RD∗D. Like other similarity-preserving losses for knowledge distillation,
we apply row-level L2−norm, as shown in Equation (12):

G̃s
[i,:] =

Gs
[i,:]

|| Gs
[i,:] ||2

, G̃ t
[i,:] =

G t
[i,:]

|| G t
[i,:] ||2

(12)

where [i, :] represents row i in the matrix. Finally, the channel-level relational consistency
loss Lrc is the mean squared error (MSE) between the normalized Grann matrices, as shown
in Equation (13):

Lrc =
1
D
|| Gs − G t ||2F (13)

2.3. Progressive Joint Training Strategy

In the previous section, the target domain data were used to generate “source-like
samples” through the source-free knowledge transfer module. Since this sample combines
the style of the source domain and the vehicle content of the target domain, it can be used
for training to improve the target. The performance degradation caused by deploying
domain data to the source domain model improves the generalization performance of the
model. In addition, during the process of model adaptation, due to issues such as image
style and image quality, “source-like samples” may be regarded as noise by the model.
Therefore, a progressive joint training strategy is introduced to control the feeding ratio of
“source-like samples” and target domain data, effectively preventing the model from being
adversely affected by excessive noise caused by a one-time input of ”source-like samples.”
Additionally, as the proportion of “source-like samples” increases, the model’s adaptability
to the fusion of both sample types also improves, allowing it to learn more discriminative
features in the target domain. The maximum proportion of “source-like samples” to the
target domain is set at 1:1.

During the training process, the “source-like samples” and target domain data are
processed by using the pre-trained source model of vehicle re-identification with good
performance to output high-dimensional features. Most of the previous methods chose K-
means to generate clusters, which need to be initialized by cluster centroids. However, it is
uncertain how many categories are required in the target domain. Therefore, DBSCAN [25]
is chosen as the clustering method. Specifically, instead of using a fixed clustering radius,
this paper adopts a dynamic clustering radius calculated using K-Nearest Neighbors
(KNN). After DBSCAN, in order to filter noise, some of the most reliable samples are
selected for soft label assignment according to the distance between sample features and
cluster centroids. For the proposed method, samples satisfying || fi, c f i ||< γ are used for
the next iteration, where fi is the feature of the i-th image, c f i is the feature of the centroid
of the cluster to which fi belongs, and γ represents the metric radius belonging to the
same category.

3. Experiment
3.1. Experimental Environment Settings

Currently commonly used open-source deep learning frameworks include Caffe,
Tensorflow, PyTorch, etc. The method proposed in this paper is trained in the PyTorch
framework, including the ablation experiment, which is also conducted in PyTorch. Com-
pared with other frameworks, Python, the development language of PyTorch, has the
biggest advantage of supporting dynamic neural networks [26], and the framework is more
intuitive and concise as a whole. All models were trained on the NVIDIA GeForce RTX
3060 graphics card, the initial learning rate was set to 0.0005, and the weight decay was
set to 0.0005. The total number of iterations was set to 50 and optimized using the Adam
optimizer. In order to facilitate the experiment, the model training framework proposed
in [6] was used here to obtain the initial source domain model and target domain model.
The source domain data were accessed here only to provide the initial source domain model,
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and the source domain data were no longer accessed in subsequent experiments. The main
architecture of the model adopts ResNet50 [27]. Due to memory issues, the generator in the
source-free knowledge transfer module was built using a modified CycleGAN architecture
with three residual blocks. The source and target domain models were fixed during training.
During the training process, “source-like samples” generated by the source-free knowledge
transfer module were used for training in various ratios with target domain data. The ratios
between “source-like samples” and target domain data were set as 1:5, 1:4, 1:3, 1:2, and 1:1.
The clustering method employed is DBSCAN.

3.2. Datasets Setting and Evaluation Index Level

All experiments in this paper were conducted on two significant publicly available
datasets in the vehicle re-identification domain: VeRi776 [28] and VehicleID [29]. For each
vehicle in the test datasets, a query image was selected from the perspective of each camera
where it was located, the input images in the experiment were modified to 240 × 240, and
the number of input images in each batch was 32. For training, the input images were
preprocessed by random horizontal flipping and random erasing. The evaluation metrics
used in the experiments include Rank-1, Rank-5, and mean Average Precision (mAP)
computed from the cumulative matching characteristics. Rank-N represents the recognition
accuracy of identifying vehicles belonging to the same identity as the query image in the
top N sorted results. mAP is another crucial evaluation metric in vehicle re-identification
tasks, measuring the comprehensive performance of a model in recognizing objects in
images with high accuracy and locating them accurately. A higher mAP score indicates
better model performance.

3.3. Experimental Results and Analysis

This subsection compares the proposed method with existing unsupervised methods.
Tables 1–3 show the comparison results. In Table 1, the initial source domain model is trained
on the VehicleID datasets, and the target domain is VeRi776. In Tables 2 and 3, the initial
source domain model is trained on the VeRi776 datasets, and the target domain is VehicleID.

Table 1. Comparative experimental results of the method in this paper on VeRi776.

Methods
VeRi776

Rank-1 (%) Rank-5 (%) mAP (%)

PUL [30] 55.24 66.27 17.06
SPGAN [31] 57.4 70.0 16.4

HHL [32] 56.20 67.61 17.52
ECN [33] 60.8 70.9 27.7
UDAP [6] 73.9 81.5 35.8
PAL [13] 68.17 79.91 42.04

Direct Transfer 62.1 73.9 27.6
ours 74.4 82.1 37.9

Table 2. Comparative experimental results of the method in this paper on VehicleID (part 1).

Methods
Test Size = 800 Test Size = 1600

Rank-1
(%)

Rank-5
(%) mAP (%) Rank-1

(%)
Rank-5

(%) mAP (%)

PUL [30] 40.03 46.03 43.9 33.83 49.72 37.68
CycleGAN [20] 37.29 58.56 42.32 30.00 49.96 34.92

PAL [13] 50.25 64.91 53.50 44.25 60.95 48.05

Direct
Transfer 39.56 56.03 43.01 35.01 50.84 39.17

ours 52.76 67.29 58.33 47.65 63.83 53.72
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Table 3. Comparative experimental results of the method in this paper on VehicleID (part 2).

Methods
Test Size = 2400 Test Size = 3200

Rank-1
(%)

Rank-5
(%) mAP (%) Rank-1

(%)
Rank-5

(%) mAP (%)

PUL [30] 30.90 47.18 34.71 28.86 43.41 32.44
CycleGAN [20] 27.15 46.52 31.86 24.83 42.17 29.17

PAL [13] 41.08 59.12 45.14 38.19 55.32 42.13

Direct
Transfer 31.05 48.52 34.72 28.12 42.98 31.99

ours 43.87 62.43 50.42 41.77 60.42 47.29

3.3.1. Experimental Results and Analysis on VehicleID→VeRi776

The experimental results of this method on VehicleID→VeRi776 are shown in Table 1.
The proposed method has clearly achieved good experimental results on the VeRi776
datasets, with Rank-1, Rank-5, and mAP being 74.4%, 82.1%, and 37.9%, respectively. In
particular, PUL [30], HHL [32], and other methods are based on human-based unsupervised
re-identification methods. Since most of the current vehicle re-identification is based
on supervised methods, they can be used for unsupervised vehicle re-identification for
comparison. Methods are scarce, so these pedestrian-based unsupervised re-ID methods
are applied to vehicle re-ID to compare with the proposed method.

It is worth mentioning that the unsupervised vehicle re-identification method PAL [13]
was also found through research. It is a method of learning cross-domain multi-semantic
knowledge for unsupervised vehicle re-identification. Its architecture is quite similar to
the method proposed in this paper. In comparison, our proposed method achieves an
improvement of 6.3% in Rank-1 and 2.2% in Rank-5, with a slightly lower mAP compared
to PAL. Experimental results demonstrate that, compared to PAL methods that still re-
quire access to the source domain during the transfer process, the proposed source-free
knowledge transfer module can, without accessing source domain data, generate reliable
“source-like samples”. Additionally, through the use of a joint training strategy, it effec-
tively mitigates domain discrepancies between the target and source domains, resulting in
performance improvement.

3.3.2. Experimental Results and Analysis on VeRi776→VehicleID

The experimental results of this method on VeRi776→VehicleID are shown in
Tables 2 and 3. It can be seen that the proposed method also achieved the best exper-
imental results on the VehicleID datasets. When the test size is 800, 1600, 2400, and 3200,
the values of Rank-1 are 52.76%, 47.65%, 43.87%, and 41.77%, respectively, the values of
Rank-5 are 67.29%, 63.83%, 62.43%, and 60.42%, and the values of mAP are 58.33%, 53.72%,
50.42%, and 47.29%. It is worth noting that the method proposed in this paper has a huge
improvement compared with the direct application of the target domain on the source
model (direct transfer). Taking test size = 800 as an example, Rank-1 and mAP are increased
by 13.2% and 15.32% , respectively. In addition, since the scale of VeRi776 is much smaller
than that of VehicleID, there are very few generalization studies on the realization of vehicle
re-identification tasks from small datasets to large datasets, so we can only select some
from a small number of research works. Relatively prominent methods are compared with
the model in this paper. It is not difficult to see from Tables 2 and 3 that compared with
PAL, which is most similar to the method in this paper, it shows a stable improvement in
different test sizes.

To this end, from the experimental results in the Tables 1–3, it is evident that our pro-
posed method demonstrated remarkable performance in both the VehicleID � VeRi776 and
VeRi776 � VehicleID experiments. This validates the effectiveness of the proposed ap-
proach, indicating its ability to enhance the performance of unsupervised domain-adaptive
vehicle re-identification methods even in a source-free domain setting. However, when
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compared to some supervised learning methods, there is still a noticeable performance gap
in our experimental results. This implies the need for further exploration and refinement to
bridge this gap, particularly in the domain adaptation methods.

3.4. Ablation Experiment

In this section, in order to verify the effectiveness of each module of the proposed
method, an ablation experiment was conducted on the VeRi776 datasets.

3.4.1. Validation of the Loss Function of the Source-Free Image Generation Module

In the source-free knowledge transfer module, the generator is constrained by the
distillation loss and the channel-level relational consistency loss, forcing the target domain
image to generate “source-like samples” with the style of the source domain under the
guidance of the source domain model and the target domain model. The impact of the loss
function of the source-free domain image generation module on performance is shown
in Table 4. It can be clearly seen that when the two losses work together, the generated
“source-like samples” are the best for training in image augmentation. Compared with
Lrc alone, Rank-1 increased by 4.2% and mAP increased by 3.5%; compared with Lkd
alone, Rank-1 increased by 6.8% and mAP increased by 5.8%. In addition, the effect of
using only Lrc is also slightly higher than using only Lkd. This is due to the fact that
focusing on relative channel relationships can better preserve foreground objects (less
blurry and more prominent) while transferring the overall image style, resulting in higher
recognition accuracy.

Table 4. The loss function of the source-free image generation module’s impact on performance.

Loss Function
VeRi776

Rank-1 (%) Rank-5 (%) mAP (%)

Lkd 67.6 78.6 32.1
Lrc 70.2 80.3 34.4

Lkd + Lrc 74.4 82.1 37.9

3.4.2. Validation of the Effectiveness of “Source-like Samples”

The impact of “source-like samples” on performance is shown in Table 5. Through
data comparison, it is evident that in the “direct transfer” scenario, where target domain
data are directly applied to the source domain model, performance degradation occurs
due to domain discrepancies. Rank-1 dropped by 29.3% and mAP dropped by 42.9%.
After only using “source-like samples” for training was the performance of the model
significantly improved, with a 10.4% increase in Rank-1 and a 7.5% increase in mAP.
It is worth mentioning that after the joint training of “source-like samples” and target
domain data, the model was further improved. This fully demonstrates that using the
characteristics of “source-like samples” to match the content of the target domain and the
style to match the source domain can help smooth interdomain deviations during training,
thereby improving the generalization performance of the model.

Table 5. The impact of “source-like samples” on performance.

Type
VeRi776

Rank-1 (%) Rank-5 (%) mAP (%)

Supervised Learning 91.4 96.2 70.5

Direct Transfer 62.1 73.9 27.6
Source-Like Samples 72.5 81.5 35.1

Joint Training 74.4 82.1 37.9
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3.4.3. Validation of Progressive Joint Training Strategy

The performance impact results of the progressive joint training strategy are shown
in Table 6, which are studied by inputting different ratios of “source-like samples” to the
target domain data. Comparing the data, it can be found that when the initial proportion
of “source-like samples” is small, the performance improvement of the model is also
very limited. Rank-1 increased by 5.3%, and mAP increased by 3.7%. When the input
ratio was 1:3, the performance change in the model tended to be flat, and it reached
the best performance when the input ratio was 1:2; Rank-1 increased by 12.3%, and the
mAP increased by 9.7%. This demonstrates that employing a joint training strategy can
gradually alleviate domain discrepancies through iterative training, thereby enhancing
model performance.

Table 6. The impact of progressive joint training strategy on performance.

Feed Ratio
VeRi776

Rank-1 (%) Rank-5 (%) mAP (%)

1:5 67.4 76.5 31.3
1:4 69.5 78.9 33.2
1:3 72.6 80.9 36.1
1:2 74.4 82.1 37.9
1:1 73.6 81.7 37.4

4. Conclusions

In this paper, we propose an unsupervised vehicle re-identification method that lever-
ages source-free knowledge transfer for data augmentation, aimed at enhancing the perfor-
mance of unsupervised vehicle re-identification. We achieve this by employing a source-free
knowledge transfer module to generate “source-like samples” and utilizing a joint training
strategy to facilitate target domain adaptation, ensuring robust model generalization across
diverse environmental conditions.Our approach undergoes comprehensive experimental
validation, conducted on two crucial benchmark datasets in the vehicle re-identification
domain, namely VeRi776 and VehicleID. When compared to existing unsupervised vehi-
cle re-identification methods, our method exhibits superior performance, indicating its
capability to accurately identify vehicles across different environmental settings. Ablation
experiments further corroborate the effectiveness of each proposed component. Looking
forward, we will continue to explore cross-domain challenges in unsupervised vehicle
re-identification to further enhance its performance and applicability.
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