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Abstract: The conformal antenna is a precision device installed on the wing of an aircraft, and its
components are distributed on a curved surface. Quality detection is required after assembly. In
solving the path planning problem for conformal antenna surface detection, the traditional genetic
algorithm faces problems such as slow convergence and easily falling into a local optimal solution.
To solve this problem, an improved genetic algorithm combining the historical optimal population
(CHOP-IGA) is proposed. First, the algorithm uses the probability-based four-nearest-neighbor
method to construct an initial population. Subsequently, the probabilities of the crossover and
mutation operators are dynamically adjusted. Next, the algorithm applies the crossover and mutation
operators to the population and performs mutation operations on each individual of the historical
optimal population. Then, the fitness value is calculated and the next generation of individuals is
selected from the parent, offspring, and historical optimal populations according to the elite selection
strategy. Finally, the current best fitness is checked to determine whether updating the historical
optimal population is necessary. When the termination condition is satisfied, the algorithm outputs
the optimal result. Experiments showed that the algorithm satisfactorily solved the path planning
problem for conformal antenna surface detection, with a 48.44% improvement in detection efficiency.

Keywords: traveling salesman problem; improved genetic algorithm; probability-based four-nearest-
neighbor method; historical optimal population; conformal antenna

1. Introduction

The airborne electronic countermeasures (ECM) system is a key piece of electronic
information equipment on military aircraft which significantly impacts combat results [1].
Compared with the traditional planar ECM antenna, the conformal antenna can fit well with
the aircraft’s wings, fuselage, and other areas, retain excellent aerodynamic performance,
and reduce the radar-scattering cross-sectional area. Thus, it is one of the main directions of
the future development of antenna technology [2,3]. Figure 1 shows the schematic diagram
of a certain type of conformal antenna, which consists of a conformal substrate and a
radiating surface. The radiating surface is distributed with many feature points, mainly
for the welding pads and feeding holes distributed along the curved surface, which need
to be processed one by one, and finally, each point is inspected for quality. Currently, this
type of conformal antenna is usually assembled manually. Due to the small size and large
number of feature points and their distribution on curved surfaces, this leads to extremely
low production efficiency and makes it impossible to improve the quality consistency of
the product and the qualification rate [4].

To address the above problems, an intelligent assembly system as shown in Figure 2
was designed. It uses a 3D optical scanning measurement system to reconstruct the
workpiece. Then, the conformal antenna is coated, mounted, and welded. The 3D optical
scanning measurement system can only detect the normal direction and the approximate
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position of the feature points. Therefore, after reconstruction, it is necessary to use a
high-resolution industrial camera to detect the precise position of the feature points to
provide positional guidance for coating, mounting, welding, and auto optical inspection
(AOI). Therefore, the planning of detection paths, including position and quality detection,
is one of the key factors affecting production efficiency, and it also provides guidance
for the planning of paths for plaster coating and welding. The above problems can be
grouped into constrained three-dimensional traveling salesman problems (TSP), and there
is no essential difference between two-dimensional TSP problems and three-dimensional
TSP problems. Thus, the algorithms for solving two-dimensional TSP problems can be
improved to solve three-dimensional TSP problems. Therefore, to realize the efficient and
high-quality production of conformal antennas, suitable TSP-solving algorithms are needed
to plan the detection paths correctly.
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TSP-solving algorithms can be divided into two categories: deterministic algorithms
and intelligent algorithms. Deterministic algorithms include the enumeration method,
dynamic programming method [5], branch and bound method [6], etc. Deterministic
algorithms seek the exact solution to a TSP problem at the cost of a huge amount of time.
The dynamic programming method, for example, has an exponential time complexity of
O(N22N) and a space complexity of O(N2N), which makes it almost impossible to deal
with problems with more than 30 cities. Intelligent algorithms include the particle swarm
optimization algorithm [7], ant colony algorithm [8], simulated annealing algorithm [9],
sparrow search algorithm [10], hybrid algorithm [11], etc. The intelligent algorithms reach
the solution by performing multiple iterations and utilizing the most useful information



Appl. Sci. 2023, 13, 10490 3 of 18

from each generation. Although the exact solution cannot be guaranteed, this achieves the
best balance between time and accuracy and is one of the best solutions for solving TSPs.

The genetic algorithm, an intelligent algorithm proposed by Holland in 1967, can
also be used to solve TSPs. As one of the earliest of the intelligent algorithms, the genetic
algorithm has evolved many variants, including the binary coded genetic algorithm, real
number coded genetic algorithm, parallel genetic algorithm, hybrid genetic algorithm,
etc. It has been successfully utilized in problems such as facility layout, job scheduling,
image segmentation, path planning, and so on [12]. Xu et al. [13] proposed a bioinforma-
tion heuristic genetic algorithm (BHGA) for small-scale TSPs. They constructed a novel
crossover operator using equivalence matrices with reference to the kernel sequence com-
parison technique in biology to improve the performance of the algorithm. Arram et al. [14]
proposed a multi-parent order operator (MPOX) modeled after the order operator (OX)
and experimentally verified the reliability and computational efficiency of the operator
in solving the TSP. Zhang et al. [15] addressed the problems of the traditional genetic
algorithm (TGA) in solving the TSP. They proposed a genetic algorithm with jumping genes
and heuristic operators, which achieved better results in terms of accuracy and convergence
speed. Nevertheless, in the research on the improvement of genetic algorithms, current
attention is mainly focused on the improvement of crossover and mutation operators
and, generally, only one of the multiple steps of the genetic algorithm is improved. In
addition, there is no literature on the application of genetic algorithms to constrained three-
dimensional path planning problems, such as the path planning problem for conformal
antenna surface detection.

Thus, this paper introduces the concept of historical optimal population and proposes
an improved genetic algorithm combining the historical optimal population. First, the
probability-based four-nearest-neighbor method is used to construct the initial population;
then, adaptive crossover and mutation operators are used to fully utilize the crossover and
mutation operations; subsequently, an elite selection strategy is used in the selection, where
the next generation of individuals is selected without duplication and new individuals are
introduced when they fall into a local optimal solution; finally, according to the change
of the fitness value, the historical optimal population is recorded, which makes these
individuals participate in the mutation operation. When certain conditions are met, the
algorithm ends and the optimal value is output. The main contributions of this paper can
be summarized as follows:

• Several key steps of the genetic algorithm are optimized, and the probability-based
four-nearest-neighbor method and adaptive crossover and mutation operators are
innovatively proposed;

• A new concept is introduced: the historical optimal population, which is indepen-
dent of parents and offspring, and can better retain good genes when performing
selection operations;

• Application of the CHOP-IGA algorithm to the detection path planning of conformal
antennas, which improved the detection efficiency by 48.44%.

The rest of the paper is organized as follows. Section 2 briefly describes the standard
TSP and the corresponding mathematical model, and gives the basic flow of the TGA
algorithm. Section 3 describes the flow of the CHOP-IGA algorithm in detail and gives a
flowchart of the algorithm. In Section 4, the effectiveness of the algorithm is verified via
simulation and experiments. Finally, the conclusion is given in Section 5.

2. Techniques and Methods
2.1. Basic Mathematical Model of the TSP

The TSP can be described in words: a salesman wants to sell goods in several cities, and
the geographical location of each city and the distance between any two cities are known.
The salesman starts from any city, arrives in each city to make a sale, and finally returns
to the starting point. A route needs to be found that offers the shortest total length [16].
This problem is a typical nondeterministic polynomial (NP) problem. More accurately,
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it is an NP-complete problem [17]. That is, it is impossible to determine whether there
is a polynomial time solution to this kind of problem, but it can be verified whether the
answer is accurate in polynomial time. The mathematical model of the TSP problem can be
expressed as follows:

min
N
∑

i=1

N
∑

j=1,i 6=j
ki,jdi,j

s.t



N
∑

i=1
ki, j = 1

N
∑

j=1
ki, j = 1

ki, j ∈ {0, 1}

(1)

where N represents the problem size, that is, the number of cities; ki,j indicates whether
there is a path between the two cities. If a road exists, it is 1, otherwise it is 0; di,j represents
the distance between two cities. This paper discusses the symmetric TSP, that is, for
any i and j, di,j = dj,i. Furthermore, a new mathematical model was used to solve the
path planning problem for conformal antenna surface detection, which is described in
Section 4.2.

2.2. The TGA

The TGA simulates the theory of evolution in biology, and its main parameters include
population size, crossover operator, mutation operator, selection operator, etc. Among
them, the crossover operator represents the reproduction phenomenon, the mutation
operator represents the mutation phenomenon with a small probability, and the selection
operator represents the phenomenon of survival of the fittest. As the iteration continues, the
population will become more and more “adapted to the environment”, so as to obtain an
optimal or near-optimal solution. The flow of the TGA is shown in Figure 3. The TGA can
be used for problems with multiple minima/maxima, multidimensional problems, discrete
problems, etc., and has inherent parallelism, which makes it very suitable for solving TSPs.
However, its convergence speed is slow, and it is easy for it to converge to a local optimal
solution [18]. Therefore, the TGA needs to be improved to better solve the TSP.
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3. Improved Genetic Algorithm Combining the Historical Optimal Population
3.1. Encoding and Population Initialization Methods

The first step of the genetic algorithm is encoding, which involves determining how to
express the solution to a problem in the form of individuals. The encoding method generally
needs to satisfy the principles of completeness, soundness, and non-redundancy. For TSPs,
the general encoding methods include neighbor representation, sequence representation,
and path representation. Among these, path representation is simple and clear. That is, if
there are nine cities, a feasible path can be expressed as (5 1 6 8 9 4 7 2 3). When the genetic
algorithm solves the TSP, it generally adopts the method of random initialization or nearest-
neighbor initialization. The random initialization method randomly selects each city to
ensure the diversity of the initial population, but the quality of the initial population is poor.
The nearest-neighbor initialization method, also known as the greedy initialization method,
uses the method of randomly selecting the starting point and finding the nearest point as
the next point to construct the path, which ensures the quality of the initial population.
When the genetic algorithm solves the TSP, if the population size is about twice the size of
the cities, better results can be obtained [19]. However, the nearest-neighbor initialization
method must have duplicate individuals in the population, which reduces the diversity of
the population. Studies have shown that for medium- and small-scale TSPs, most of the
points in the optimal path are connected to the four nearest points [20]. Moreover, for a
certain type of conformal antenna, the number of feature points on it will not exceed 300,
which is a medium- and small-scale problem. Therefore, a probability-based four-nearest-
neighbor method is proposed for initialization, and the specific steps for randomly forming
a path are as follows:

Step 1. Randomly select a point from the city set as the starting point;
Step 2. Record the four points closest to the point, set the probability of the four points

being selected as 0.05, 0.1, 0.15, and 0.7 from far to near, and select the next passing point
according to the cumulative probability;

Step 3. Determine whether a complete path has been formed; if so, complete the
initialization of the individual, otherwise, go to Step 2;

Step 4. Determine whether the population has been generated; if so, end the algorithm,
otherwise, go to Step 1.

Take the bayg29 problem in TSPLIB as an example. Combined with Formula (2) [21],
the population diversity and average path length of the initial population formed by the
above three methods were compared, and the results are shown in Table 1.

D =

√√√√ 1
N

N

∑
q=1

( fq −
1
N

N

∑
l=1

fl)

2

(2)

where D represents the diversity of the population, and the larger the value, the better the
diversity of the population; fq represents the fitness of the individual q; and the total length
of the path is used as the fitness in this paper.

Table 1. Comparison of the average path length and population diversity of the three
initialization methods.

Method Item 1 2 3 4 Average

Random
Diversity 1123.97 94.1 292.1 34.74 386.23

Path length 2.63 × 104 2.65 × 104 2.65 × 104 2.63 × 104 2.64 × 104

Nearest neighbor Diversity 61.00 58.24 36.8 15.39 42.86
Path length 1.1 × 104 1.1 × 104 1.11 × 104 1.1 × 104 1.1 × 104

Probability-based
four-nearest-neighbor

Diversity 99.18 52.91 186.74 78.25 104.27
Path length 1.39 × 104 1.37 × 104 1.36 × 104 1.36 × 104 1.37 × 104



Appl. Sci. 2023, 13, 10490 6 of 18

It can be seen from Table 1 that compared with random initialization, both the
probability-based four-nearest-neighbor initialization and the nearest-neighbor initial-
ization greatly reduced the path length. The probability-based four-nearest-neighbor
initialization was only at most 26% longer than the nearest neighbor initialization, while
the diversity increased at most by 1850%. Therefore, the probability-based four-nearest-
neighbor initialization can be used as a better initialization method to maintain the diversity
of the population under the premise of generating better paths.

3.2. Adaptive Crossover and Mutation Operators

The crossover operation tries to retain the good genes of the parents by simulating the
reproductive behavior found in nature. The crossover operation is done through crossover
operators, usually including partially mapped crossover (PMX), sequential crossover, multi-
parent partially mapped crossover (MPPMX), multi-parent sequential crossover, etc. [14].
These crossover operators generally feature measures to avoid repetition and have achieved
good results in solving TSPs. In this paper, a sequential crossover operator with a good
effect was used to perform the crossover operation, and the operator was slightly improved.
The crossover process of the operator is shown in Figure 4. The improvement was mainly
reflected in the generation of offspring 2, that is, the selected fragment of parent 2 was
placed at the front of offspring 2 instead of at the same position as in parent 2. This kind of
operation improves the diversity of the population to a certain extent. It also prevents the
problem that the original sequential crossover operator can only produce two individuals
that are exactly the same as the parents when the two parents are the same in a few cases.
As an example, two identical parents, (1 2 3 4 5), were randomly selected for crossover
at two positions: (1 | 2 3 4 | 5). The crossover results were (1 2 3 4 5) and (2 3 4 1 5),
respectively, producing new individuals instead of the same individuals as the parents.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 6 of 18 
 

It can be seen from Table 1 that compared with random initialization, both the prob-

ability-based four-nearest-neighbor initialization and the nearest-neighbor initialization 

greatly reduced the path length. The probability-based four-nearest-neighbor initializa-

tion was only at most 26% longer than the nearest neighbor initialization, while the diver-

sity increased at most by 1850%. Therefore, the probability-based four-nearest-neighbor 

initialization can be used as a be�er initialization method to maintain the diversity of the 

population under the premise of generating be�er paths. 

3.2. Adaptive Crossover and Mutation Operators 

The crossover operation tries to retain the good genes of the parents by simulating 

the reproductive behavior found in nature. The crossover operation is done through cross-

over operators, usually including partially mapped crossover (PMX), sequential crosso-

ver, multi-parent partially mapped crossover (MPPMX), multi-parent sequential crosso-

ver, etc. [14]. These crossover operators generally feature measures to avoid repetition and 

have achieved good results in solving TSPs. In this paper, a sequential crossover operator 

with a good effect was used to perform the crossover operation, and the operator was 

slightly improved. The crossover process of the operator is shown in Figure 4. The im-

provement was mainly reflected in the generation of offspring 2, that is, the selected frag-

ment of parent 2 was placed at the front of offspring 2 instead of at the same position as 

in parent 2. This kind of operation improves the diversity of the population to a certain 

extent. It also prevents the problem that the original sequential crossover operator can 

only produce two individuals that are exactly the same as the parents when the two par-

ents are the same in a few cases. As an example, two identical parents, (1 2 3 4 5), were 

randomly selected for crossover at two positions: (1 | 2 3 4 | 5). The crossover results were 

(1 2 3 4 5) and (2 3 4 1 5), respectively, producing new individuals instead of the same 

individuals as the parents. 

 

Figure 4. Schematic diagram of improved sequential crossover operator. 

The mutation operation changes the genetic information of organisms by simulating 

the variation of chromosomes. Embodied in the genetic algorithm, it can avoid iterations 

falling into a local optimal solution, and there is a certain probability of jumping out of 

the local optimal solution. The mutation operation is completed by mutation operators, 

usually including two-point exchange mutation, 2-opt, sliding mutation, partial reverse 

sequence mutation, center inverse mutation, etc. To overcome the limitations of using a 

single mutation operator, this work used a combination of multiple mutation operators to 

perform mutation operations. A schematic diagram of some mutation operations is shown 

in Figure 5. Among them, 2-opt mainly plays the role of eliminating crossover between 

Figure 4. Schematic diagram of improved sequential crossover operator.

The mutation operation changes the genetic information of organisms by simulating
the variation of chromosomes. Embodied in the genetic algorithm, it can avoid iterations
falling into a local optimal solution, and there is a certain probability of jumping out of
the local optimal solution. The mutation operation is completed by mutation operators,
usually including two-point exchange mutation, 2-opt, sliding mutation, partial reverse
sequence mutation, center inverse mutation, etc. To overcome the limitations of using a
single mutation operator, this work used a combination of multiple mutation operators
to perform mutation operations. A schematic diagram of some mutation operations is
shown in Figure 5. Among them, 2-opt mainly plays the role of eliminating crossover



Appl. Sci. 2023, 13, 10490 7 of 18

between lines. First, the lines that are impossible to intersect are eliminated through the
rapid repulsion test. Second, the intersecting lines are quickly located through the straddle
test, so as to eliminate the intersection, as shown in Figure 6. Compared with the traditional
method of calculating the intersection point of two straight lines and judging whether the
intersection point is within the range of the line segment [22], this method has a small
amount of calculation and faster operation speed.
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In addition to the implementation of crossover and mutation operators, the proba-
bility of crossover and mutation will also affect the iteration results. Taking the crossover
operator as an example, a larger crossover probability will increase the computational cost,
while a smaller crossover probability will cause the search to slow down. The research of
Hassanat et al. [23] showed that when solving medium- and small-scale TSPs, the linear
decrease of the crossover probability and the linear increase of the mutation probability
can produce better iterative results. This work built on this foundation by introducing
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an adaptive adjustment strategy of crossover and mutation probability: when the fitness
did not change for multiple generations, the change speed of crossover probability and
mutation probability was accelerated, as shown in Formulas (3) and (4).

Pcross =

{
Pcross − 1

GENERATION , i f t < THRESHOLD/10
Pcross − 2

GENERATION , i f t ≥ THRESHOLD/10
(3)

Pmutation =

{
Pmutation +

1
GENERATION , i f t < THRESHOLD/10

Pmutation +
5

GENERATION , i f t ≥ THRESHOLD/10
(4)

where Pcross represents the crossover probability of each round, for which the initial value is
0.9 and the minimum value is set to 0.4; Pmutation denotes the mutation probability of each
round, for which the initial value is 0.1 and the maximum value is set to 0.9; GENERATION
represents the upper limit of iterations, which is set to 1000; THRESHOLD denotes the
upper limit of the number of generations the fitness remains unchanged, which is set to 100;
t represents the number of generations for which the optimal path length is continuously
constant; and the iteration ends if t exceeds THRESHOLD.

In the later stages of iteration, the paths represented by the individuals in the popula-
tion are already largely free of crossovers, meaning that the 2-opt mutation is no longer
useful. Therefore, this work adopted an adaptive mutation operation, which is shown in the
following: for 2-opt, the operator is executed only when the random number P > Pmutation;
for other mutation operations, it is executed only when the random number P < Pmutation,
as shown in Figure 5. Together with the adaptive adjustment strategy of mutation probabil-
ity described in the previous section, it can serve the purpose of optimizing the cross-path
mainly using the 2-opt mutation in the early stage, and jumping out to the locally optimal
solution mainly using various other mutation operators in the later stages. Taking kroA100
in TSPLIB as an example, the comparison results between this work’s method and the
literature [23] method with the same remaining parameters are shown in Figure 7, where
(a) and (b) represent the change curves of the crossover and mutation probabilities of
this work’s method and the method described in the literature [23] at one time. It can be
seen that the method described in this paper could automatically adjust the crossover and
variation probabilities when falling into the local optimal solution, and the 2-opt operator
was invoked more frequently in the early stage to accelerate the iteration, which had a
better chance of reaching or converge to the optimal solution. The final paths obtained
by the two methods are indicated by (c) and (d), respectively. The length of the former
was 21,285.44, and the length of the latter was 21,448.46, which shows that the method
described in this paper achieved a better result, and the result was the optimal solution of
kroA100. A comparison of the results of multiple trials is shown in Table 2, where the error
rate was calculated using Formula (5).

Pf =
faverage − fbest

fbest
× 100% (5)

where Pf denotes the error rate; faverage denotes the average value of the path length after
10 trials; fbest refers to the optimal value of the path length, which is 21,285.44 for kroA100.

Table 2. Comparison of the results of the method described in this paper with the method described
in the literature [23].

Method Number of Tests Average Length Error Rate Average Number
of Iterations

Methodology of this paper
10

21,329.9 0.211% 162.5
Method described

in the literature [23] 21,442.2 0.739% 216.8
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(d) the kroA100 paths obtained via the method described in the literature [23].

3.3. Fitness Function

When using genetic algorithms to solve TSPs, it is usually possible to use the inverse
of the path length or directly use the path length as the fitness function. When using the
inverse of the path length as the fitness function, it is necessary to select individuals with
larger fitness values; when using the path length, it is necessary to select individuals with
smaller fitness values. In this work, the path length was directly chosen to use as the fitness
function, which was simple and intuitive to calculate, as shown in Formula (6).

f =
N

∑
i=1

N

∑
j=1,i 6=j

ki,jdi,j (6)

For the path planning problem for conformal antenna surface detection, the fitness
function is more complex. This function is described in Section 4.2.

3.4. Historical Optimal Population

Biological genetics play a vital role in the evolutionary process in nature. At the same
time, organisms can also draw experience and wisdom from their effective predecessors to
guide the development of the population. In this paper, the concept of the historical optimal
population is introduced, i.e., each time the optimal fitness changes, this contemporary
optimal individual is included in the historical optimal population. For the historical
optimal population, two main operations are performed: full mutation and merging. In
this case, performing the full mutation operation on the historical optimal population is
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similar to the partheno-genetic algorithm [24], which performs the mutation operation
on all individuals, with the same mutation operator as described in Section 3.2, while
removing the mutation probability. This operation is performed on only one individual,
simplifying the operation and improving computational efficiency. In addition, performing
the mutation operation on this particular population has the probability of producing a
better solution. The reason for not using the crossover operation is that there is a great deal
of similarity between the individuals of the historical optimal population, and performing
the crossover operation on them is ineffective. The merge operation refers to the merging of
the mutated historical optimal population with the parent and offspring individuals, which
together continue to the next step of the local optimization operation. Taking berlin52 in
TSPLIB as an example, the comparison results of using the historical optimal population
and not using the historical optimal population, with all other conditions being the same,
are shown in Table 3, and a representative comparison of the iteration curves is shown in
Figure 8. The comparison results show that with the introduction of the historical optimal
population, the iteration speed was accelerated and there was a better chance of obtaining
an optimal solution.

Table 3. Comparison of results before and after the introduction of the historical optimal population.

Use of the Historical
Optimal Population Number of Tests Average Length Error Rate Average Number

of Iterations

No
10

7616.64 0.957% 196.1
Yes 7561.63 0.228% 177.6
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3.5. Local Optimization Operation

Local optimization operations generally include 2-opt operation, 3-opt operation, neighbor-
node exchange operation, etc. Combining local optimization operations with intelligent
algorithms can generally achieve better optimization results. In this work, 3-opt and neighbor-
node exchange operations were used to locally optimize the merged population, i.e., to optimize
the parent, the offspring, and the historical optimal populations. In this case, the principle of
the 3-opt operation is shown in Figure 9. The method traverses all points and inserts the point
into all feasible locations. If di,i+2 + dj,i+1 + di+1,j+1 < di,i+1 + di+1,i+2 + dj,j+1, the individual
is updated, otherwise, the individual is kept unchanged. The time complexity of the operation
is O(N2) and N is the city size. To reduce the computation, the probability P3 is set to 0.1. When
the random number P < P3, the 3-opt operation is executed for this individual; otherwise, it is
not executed. The neighbor-node exchange operation exchanges every two neighboring nodes.
If di,i+2 + di+2,i+1 + di+1,i+3 < di,i+1 + di+1,i+2 + di+2,i+3, the individual is updated; otherwise,
the individual stays unchanged, as shown in Figure 10. Since the time complexity of this
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operation is only O(N), it is performed for all individuals. The genetic algorithm with the
addition of the local optimization operation sped up the convergence of the preliminaries and
hence the iterations compared to when no local optimization was introduced, as shown in
Figure 11.
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in the connection order.

3.6. Selection Operation

The selection operation is an important way to ensure the continuity of good individ-
uals. In this paper, the elite selection strategy was adopted to select the next generation
from the population composed of the parent population, the offspring population, and the
historical optimal population, and to introduce new individuals into the population at the
appropriate time. The specific steps are as follows:

Step 1. Sort the populations from lowest to highest fitness and record the number of
individuals N after removing the historically optimal population;

Step 2. Eliminate duplicated individuals and record the number n of remaining
individuals;

Step 3. Compare the size of n with N/2; if n ≥ N/2, take the first N/2 individuals
of the remaining individuals as the next generation to participate in the next cycle; if
n < N/2, take all the remaining individuals as the next generation of individuals and use the
probability-based four-nearest-neighbor method to supplement the N/2− n individuals.

Compared with the traditional roulette and tournament selection strategies, the elite
selection strategy avoids the individuals in the population converging to be the same
at a later stage and improves the probability of jumping out of the optimal solution by
introducing new individuals.
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3.7. The Overall Flow of CHOP-IGA

In summary, the flow of the improved genetic algorithm combining the historical
optimal population is shown in Figure 12. The termination condition of the algorithm is set
when the maximum number GENERATION of iterations is reached or the fitness value is
unchanged for successive ITERATION generations.
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4. Experiments
4.1. Standard Two-Dimensional TSP

TSPLIB is a database created and maintained by Heidelberg University which contains
symmetric TSPs, asymmetric TSPs, vehicle path problems, etc., and is an authoritative
database of combinatorial optimization problems. Therefore, the data in TSPLIB were used
to verify the effectiveness of the algorithm proposed in this paper and to compare it with
the TGA, the multi-population genetic algorithm based on cross accessibility evaluation
(AEMPGA) [25], and the discrete spider monkey optimization algorithm (SMO) [26]. The
computer used for the experiment ran Windows 10 and was configured with an Intel Core
i5-7300HQ processor and 16 GB of RAM. The algorithm in this work set the population size
to be approximately twice the city size; the initial value of crossover probability was 0.9;
the initial value of mutation probability was 0.1; the number of trials was 20. The results of
the comparison are shown in Table 4. The optimal solutions obtained from some medium-
and small-sized datasets are shown in Figure 13a–e, and the iteration curves are shown
in Figure 13f. It is important to note that this work used a realistic calculation of lengths,
i.e., without rounding the distance between two points, which may have led to different
optimal paths. For example, in eil51, the path length as a real number is 428.87, which is a
more realistic length, while the path length as an integer is 426, when the corresponding
paths are different.

Table 4. Path length comparison.

Data Sets Shortest Distance
Average Length Minimum Length

TGA AEMPGA SMO CHOP-IGA TGA AEMPGA SMO CHOP-IGA

ulysses16 30.88 74.19 73.99 a 73.99 73.99 73.99 73.99 73.99 73.99
ulysses22 75.31 75.76 75.51 —— 75.31 75.31 75.31 —— 75.31

bayg29 9074.1 9224.4 —— b 9074.2 9074.1 9074.1 —— 9074.2 9074.1
dantzig42 679.2 708.22 686.21 —— 679.52 685.52 692.91 —— 679.2

eil51 428.87 446.02 —— 436.96 431.49 432.16 —— 428.87 428.87
berlin52 7544.4 8038.4 —— 7633.6 7561.6 7735.8 —— 7544.4 7544.4
kroA100 21,285 22,454 —— 22,024 21,332 21,698 —— 21,298 21,285

lin105 14,383 15,264 —— 15,114 14,458 14,786 —— 14383 14,383
pr144 58,535 60,599 —— —— 58,632 59,244 —— —— 58,535

a: Data in bold indicate that the algorithm achieved the best result in this dataset. b: “——” indicates that the
papers used as comparisons did not provide the result of the dataset.

From Table 4, it can be seen that CHOP-IGA achieved better results compared to those
reported in the literature [25,26] and the TGA, and produced a known optimal solution
in all 20 experiments. As can be seen in Figure 13, CHOP-IGA iterated faster. For smaller
TSPs, such as bayg29, dantzig42, and eil51, the optimal solution could be iterated within
50 iterations in the best case; for medium-sized TSPs, such as pr144, the optimal solution
could be iterated within 100 iterations in the best case, and it had a certain ability to jump
out of the local optimal solution. It can be seen that the proposed CHOP-IGA was able to
solve medium- and small-scale TSPs better.
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4.2. Path Planning for Conformal Antenna Surface Detection

The model of a conformal antenna is distributed with feature points (mounted resistors
and feeders), which are uniformly distributed on the curved surface of the antenna. There
is a total of 253 feature points distributed on the model that need to be accurately located
and inspected after soldering, and the size of the model is not fixed, so the number of
feature points and their distribution will change. Therefore, the efficiency of detection of
the feature points distributed on this model is crucial.

The algorithm proposed in this paper solved the path planning problem for conformal
antenna surface detection well, but some changes were needed, i.e., removing the 2-opt
operation and changing the fitness function. A large number of randomized spatial 3D
point path planning experiments have shown that in the vast majority of cases of the
three-dimensional TSP, it is not possible to intersect a straight line with another line, which
eliminates the need to use the 2-opt operation and thus saves a portion of the computational
time. In addition, both accurate positioning and AOI require the feature points to be leveled
and then processed, i.e., the normal direction of the feature point is adjusted to be vertically
upward. A schematic diagram before leveling is shown in Figure 14a. There is a total of
13 rows of feature points on the model; the feature points in the same row are separated
by 9.5 mm and indicated by the same color, and the X coordinate of the first feature point
is deviated between different rows. To make it easier to see, the XYZ coordinate axes are
scaled down to a certain extent. Figure 14b shows a schematic diagram after leveling. The
figure represents the position of each row after leveling, i.e., the actual position of each
row during either detection or processing. It can be seen that additional adjustment time
was required when adjusting the rotation angle to accommodate different point positions,
as shown in Figure 15. Therefore, the TSP was transformed into a three-dimensional
constrained TSP similar to the one described in the literature [27]. When using Formula (5)
to calculate the length of each feasible path, the additional rotation angle generated when
crossing different rows needed to be considered. Since the length and angle could not be
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measured uniformly, the time t was used uniformly as a measure, as shown in Formula (7).

t =
n

∑
i=1

n

∑
j=1,i 6=j

ki,j

(di,j

v
+

αi, j

ω

)
(7)

where v denotes the moving speed of the end-effector; αi,j denotes the angle of rotation
required to rotate from feature point i facing upward to feature point j facing upward;
ω denotes the angular speed of rotation of the A-axis of the 2-DOF rotary platform.
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The feature points in the conformal antenna were extracted and the path planning
was performed using CHOP-IGA, and the obtained results are shown in Figure 16. In fact,
due to the limitation of the working distance of the detection camera, the scanning path
also needed to increase the height of the camera’s focal length f in the Z-axis direction,
i.e., the Z coordinate was shifted upwards by 100 mm. It can be seen from the figure that,
to avoid crossing constantly between different rows, which led to a surge in the time spent,
the optimal result was to have only one path between two different rows, which reduced
the time spent on leveling.

To verify the further validation of the scanning efficiency improvement, a test platform
was built, as shown in Figure 17.

A Basler industrial camera was used for detection simulation, which was mounted on
the Z axis of a high-precision three-axis linear module. The conformal antenna was fixed
on the 2-DOF rotary platform. During the test, three rows of features on both sides and
in the middle of the conformal antenna were selected for scanning. The scanning times
of the original path and the path optimized by the CHOP-IGA were compared, and the
comparison results are shown in Table 5.
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Table 5. Comparison of scanning time.

Time Spent on Scanning/s Improvements in Efficiency

Original path 230.18
48.44%Optimized path 118.67

As can be seen from the results, the path optimized by the algorithm saved the time
spent on feature leveling and improved the scanning efficiency by 48.44%, while also
providing a guide for the path planning of AOI, coating, mounting, and welding.

5. Conclusions

To address the shortcomings of the TGA when solving the path planning problem for
conformal antenna surface detection, this paper proposes an improved genetic algorithm
combining the historical optimal population, which improves several key steps of the
genetic algorithm. Simulation experiments showed that the algorithm not only solved
medium- and small-scale two-dimensional standard TSPs better, but also that it was
successfully applied to the detection path planning problem of the conformal antenna.
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Further improvements in this paper include the following: the current algorithm
only includes mutation operation for the historical optimal population to reach a better
solution, and it is necessary to consider how to more fully utilize the information of the
good gene fragments contained in the historical optimal population; the current algorithm
performs well in solving medium- and small-sized problems, and how to solve larger-scale
problems is also a key question; at present, in the path planning problem for conformal
antenna surface detection, only a single constraint is considered, and how to construct a
path planning problem with multiple constraints needs to be considered.
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