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Abstract: In the manufacturing industry, robots are constantly operated at high speed, which degrades
their performance by the degradation of internal components, eventually reaching failure. To address
this issue, a framework for system-level fault diagnosis is proposed, which consists of extracting
useful features from the motor control signal acquired during the operation, diagnosing the current
health of each component using the features, and estimating the associated degradation in the
robot system’s performance. Finally, a maintenance strategy is determined by evaluating how well
the system performance is restored by the replacement of each component. The framework is
demonstrated using the example of a wafer transfer robot in the semiconductor industry, in which the
robot is operated under faults with various severities for two critical components: the harmonic drive
and the timing belt. Features are extracted for the motor signal using wavelet packet decomposition,
followed by feature selection by considering the trendability and separability of the fault severity. An
artificial neural network model and Gaussian process regression are employed for the diagnosis of
the components’ health and the system’s performance, respectively.

Keywords: system-level fault diagnosis; industrial robot; fault severity; multi-component failure
modes; wavelet packet decomposition

1. Introduction

In the semiconductor industry, wafer transfer robots perform missions to move wafers
from position to position. They are usually operated at very high speeds to accomplish
high productivity while maintaining precise position control. Since the robot consists of
several interconnected components such as the motor, speed reducer, timing belt, and so on,
wear in these components occurs over time, which causes a degradation in the performance
of the robot, and ultimately leads to the failure to perform its intended function. In the
field, however, many manufacturing lines often rely on corrective maintenance, that is, the
robots are kept in operation until failure, despite the fact that failure causes downtime of
the entire line and a significant loss in productivity. Therefore, it is important to develop a
solution to monitor the robot’s health condition to prevent such failures in a proactive way.

Many researchers have investigated this issue for industrial robots for decades. Kim
et al. [1] proposed a fault detection method using vibration signals and phase-based time-
domain averaging (PTDA) in the gearbox of an industrial robot. Capisani et al. [2] proposed
a physical-model-based fault presence detection method. Yang et al. [3] proposed a data-
based fault diagnosis method using the motor current signal of the ball screw. Cheng
et al. [4] detected faults through unsupervised clustering learning for abnormal gears
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induced by removing grease artificially. Chen et al. [5] introduced a sliding window con-
volutional deformation autoencoder (SWCVAE) that can realize robot anomaly detection.
While these papers have contributed significantly to the diagnoses of robot failures, their
common limitation is that the object is a single component with binary fault conditions,
which cannot capture the fault severity. Others, such as [6], diagnosed small, intermediate,
and high gearbox backlash in a joint robot using DWT signal preprocessing and an ANN.
Kim et al. [7] proposed a method to diagnose the severity of control cable wire damage.
Huh et al. [8] diagnosed soft and hard pitting gears based on a critical information map
(CIM). These studies improved diagnoses considering different fault severities, but studied
only a single component, not multiple components.

In fact, a robot is composed of several components, each of which has their own
failure modes. The issue of multiple fault diagnosis (MFD) has been addressed by several
authors. Guo et al. [9] designed a level-based learning swarm optimizer–extreme learning
machine (LLSO-ELM) model to further improve the generalization performance of ELM
by combining it with LLSO, and classified a total of six failure modes for two components.
Chen et al. [10] diagnosed five failure modes for three components by combining the
generalized frequency response function (GFRF) spectrum and a convolutional neural
network (CNN). Long et al. [11] proposed an attitude-data-based sparse auto-encoder–
support vector machine (SAE-SVM) approach to diagnose transmission faults, implemented
with eight failure modes for multi-joint industrial robots. Rohan et al. [12] diagnosed
two failure modes, the wear of gear teeth and bearings, using motor current signature
analysis (MCSA) with discrete wavelet transform (DWT) to analyze the signals in the
time–frequency domain. In those studies, the drawbacks are that the faults are assumed
to be mutually exclusive and are considered in a binary manner, i.e., normal and fault.
However, failure modes of components can occur interactively, which complicates the
problem and may lead to misleading results unless this is accounted for. This is also
addressed in the recent paper by [13], in which the same challenge is stated for the PHM
of industrial robots. In fields other than robotics, Qin et al. [14] proposed a methodology
based on a multi-scale convolutional neural network–long short-term memory neural
network (MSCNN-LSTMNet) to diagnose the failure of multi-cylinder diesel engines under
interactive failure.

Summing up the above literature on industrial robots, the common finding is that
most of the studies have focused on the diagnosis at the component level with faults of
binary or multiple severities, and with regard to a single or multiple components. As
mentioned in the beginning, the degradation of each component affects the performance
of the robot system, not in an additive, but in an interactive manner. This means that the
interrelation between the system and components should be accounted for, which we call
diagnosis at the system level. In fact, the degradation of a component cannot be defined on
its own but should be defined as conditional on the failure of the system, meaning that as
long as the system performs its function well, the components have not yet failed.

Motivated by this issue, this paper proposes a procedure of how to conduct a system-
level diagnosis for a system with multiple components. The method is demonstrated
by applying it to a wafer transfer robot with two components, a harmonic drive (HD)
and timing belt (TB), which are known as the most critical components responsible for
robot failure [15]. To this end, a test rig is constructed, in which a robot is operated under
various fault conditions with different severities. During the operation, the motor signal
acquired to control its motion is exploited to diagnose the health of the system and its
components. According to the robot company, the system performance is defined by a
vibration magnitude of the end-effector during the operation, which is measured by an
accelerometer. If the value exceeds a certain threshold, it is regarded as failure, that is,
the robot fails to deliver the wafer to the target position, and the operation is aborted.
In order to relate the motor control signal with the faults of the components, features
are extracted by using the wavelet packet decomposition (WPD), which is known to be
effective for nonstationary signals. A framework for system-level diagnosis is constructed,
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which enables the estimation of the current state of health of each component and the
system performance. It consists of two models: the artificial neural network (ANN) for
the diagnosis of component health and the Gaussian process regression (GPR) for the
estimation of system health.

To summarize, the contributions of the proposed work are as follows: First, multiple
components with multiple degradation severities are examined to perform fault diagnosis
of the robots. Second, the method leverages motor control signals, which are acquired
automatically during operation, eliminating the need for supplementary sensors. Third, a
framework for system-level diagnosis is proposed, assessing the component health in
relation to the system performance, which is contrasted to the conventional component-
level strategies.

The rest of the paper is organized as follows: Section 2 presents the proposed methodol-
ogy and theoretical background for the algorithms. Section 3 gives a brief explanation of the
industrial wafer transfer robot and the designed experiment. Then, Section 4 presents the
result of proposed methodology with the datasets of the designed experiment. Lastly, con-
clusions and potential future works are presented in Section 5.

2. Methodology

The proposed methodology is illustrated in Figure 1, which addresses the system-level
diagnosis framework. It consists of two steps: (1) training and (2) application. In the model
training, two models are constructed to estimate the health of each component (H) by using
the features (F) from the motor control signal and to estimate the resulting degradation of
the system performance (S).
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Figure 1. System-level diagnosis framework: (a) diagnosis of component health; (b) estimation of
system performance; (c) current state of health of components and system; (d) state of health after
replacement of component A; and (e) state of health after replacement of component B.

In order to construct the models, artificial faults of different severities are seeded
into the components, and this can simulate the health degradation of each component,
which is given by H1, H2, . . . in the figure. The robots are operated under each fault
condition, during which the informative features are extracted and selected from the
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motor signals that control the motion. These are denoted by F1, F2, . . . in the figure. A
vibration signal is also acquired from the end-effector by the accelerometer, by which
the root mean square (RMS) values are computed as a measure of system performance.
These are denoted by S1, S2, . . . in the figure. In the feature extraction, wavelet packet
decomposition (WPD), which is appropriate for nonstationary signals, is employed, in
which the signals are decomposed into the time–frequency domain. The statistical features
and wavelet energy (WE) are extracted for each decomposed coefficient. A hybrid score
based on the Spearman correlation and Fisher discriminant ratio (FDR) is then applied to
select the most informative features among the features pool. Once the data are prepared by
this method, the artificial neural network (ANN) model is constructed to relate the features
set (F) with the health (H) of each component as shown in Figure 1a. A Gaussian process
regression (GPR) model is also constructed to relate the health (H) of each component with
the system performance (S) as shown in Figure 1b.

After the construction of the models, they are applied to diagnose the health of a new
robot by using the motor control signal. Introducing the health indicator (HI) as 0 and 1
for the normal and failure, respectively, the results may be represented by a bar chart as in
Figure 1c, which shows the current state of health of each component as well as the system
performance. In this figure, they are given by 0.4, 0.6, and 0.8 for the components A, B, and
system as an illustration. Note that the degradation of system performance stems from
these components. Once this is available, one can further develop the replacement strategy
by conducting a what-if study: if only the component A or B is replaced, i.e., the HI of
A or B is restored to 0, then the HI of the system will be restored to 0.2 or 0.4 as shown
in Figure 1d,e, respectively. In this illustration, it is better to replace A since the system
restores to the better condition 0.2 than the alternative, 0.4. Note that simply replacing the
worse component B in HI, which is illustrated in Figure 1e in this case, does not always
result in the better restoration of system performance. This is because of the nonlinear and
interactive nature of components and system in terms of health degradation, which is why
the system-level diagnosis framework is necessary.

2.1. Feature Extraction by Wavelet Packet Decomposition

In the robot operation, the signals acquired from the motor are nonstationary. In this
case, approaches based on the time–frequency domain such as the wavelet transform are
more appropriate than those on the frequency domain such as the fast Fourier transform.
In this study, wavelet packet decomposition (WPD) is employed for the purpose of feature
extraction, which is briefly described as follows:

Wavelet packet consists of a set of linearly combined wavelet functions, which are
generated using the following recursive relationship [16,17]:

u2n(t) =
√

2∑
k

h(k)un(2t− k)

u2n+1(t) =
√

2∑
k

g(k)un(2t− k)
(1)

where u0(t) = φ(t) is the scaling function, u1(t) = ψ(t) is the wavelet function, and n is
an integer from 0 to

(
2j − 1

)
. Functions h(k) and g(k) represent coefficients of low-pass

and high-pass filter of Quadrature mirror filters (QMF) which are related to each other
by g(k) = (−1)kh(1− k). For each step of the decomposition, the input signal c(t) is
decomposed into approximation in low frequency and detail in high frequency, which is
expressed recursively as: 

cj+1,2n(t) = ∑
m

h(m− 2k)cj,n(t)

cj+1,2n+1(t) = ∑
m

g(m− 2k)cj,n(t)
(2)
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where cj,n denotes the wavelet coefficients at the j-th level, n-th sub-frequency band. As a
result, the original signal x(t) can be expressed as the sum of the coefficients as follows:

x(t) =
2j−1

∑
n=0

cj,n(t) (3)

An example of a 3-level decomposition of the signal x(t) using the WPD is shown in
Figure 2.
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Given the decomposed coefficients, wavelet energy (WE) is extracted as a feature for
each frequency band, which is defined as below.

En
j =

N

∑
t=1

(
cj,n(t)

)2 (4)

Also, 13 statistical time-domain features commonly used in the fault diagnosis are
extracted for each band, as shown in Table 1 [18–20].

Table 1. Statistical features.

Feature Name Formula Feature Name Formula

Mean ∑ X
N Impulse factor (IF) max|X|

1
N ∑|X|

Standard deviation (STD)
√

∑(X−X)
2

N−1
Margin factor (MF) max|X|(

1
N ∑
√
|X|
)2

Root mean square (RMS)
√

∑ X2

N
Peak max|X|

Skewness (SK) 1
N ∑(X−X)

3

STD3
Peak to peak (P2P) max(X)−min(X)

Kurtosis (KUR) 1
N ∑(X−X)

4

STD4
Shannon entropy (SE) −∑

i
s2

i log
(
s2

i
)

Shape factor (SF) RMS
1
N ∑|X|

Log energy entropy (LEE) ∑
i

log
(
s2

i
)

Crest factor (CF) max|X|
RMS
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2.2. Feature Selection

Among the extracted features, it is necessary to find the most informative ones for
more efficient and accurate diagnostic performance. For this purpose, a score metric is
introduced, which accounts for the two following aspects: First, the features should present
a consistent trend as the fault severity rises, which is an important factor as the health
indicator. Second, Spearman correlation (named corr here) is employed to evaluate this,
which is defined as

corr =
cov(rgX , rgY)

σrgX
σrgY

(5)

where rgX and rgY denote the rank variables of feature X and fault severity Y. The corr is
calculated for each component. Next, the features should have good separability of the
individual faults and their severities. This can be evaluated by the Fisher discriminant ratio
(FDR) defined as follows:

FDR = VW
−1VB (6)

VB =
K

∑
k=1

(mk −m)(mk −m)T (7)

VW =
K

∑
k=1

∑
n∈Ck

(xn −mk)(xn −mk)
T (8)

where VB and VW represent the variances of between-class and within-class, respectively,
in which each class denotes the individual fault with different severities.

By combining the two metrics, a hybrid score is defined for each component. For
example, assume that we have three components A, B, and C, and we have acquired signals
for each component under the fault conditions with the number of severities being LA,
LB, and LC, respectively. For example, if LA = 4, it means that the fault is applied to the
component A with 4 severities: normal (no fault), small, medium, and large degree of fault.
Then the total number of conditions is L = LA × LB × LC. For each fault condition, a large
number of features is obtained by decomposing the signal through WPD and extracting the
features. For an individual feature, the correlation of component A can be defined as

corrA =

∣∣∣∣∣∣
LC

∑
j=1

LB

∑
i=1

corrA|i,j

∣∣∣∣∣∣ (9)

where corrA|i,j represents the correlation of the feature with respect to the fault severity A
when B and C are at the severity level i and j, respectively. Since this is performed for i = 1
to LB and j = 1 to LC to result in LB × LC number of corrA, these are summed to obtain a
single representative value. Then the result is replaced by absolute value since the corrA
can be negative. The same process is applied to obtain FDRA to evaluate the separability
of fault severity of component A, which is defined as

FDRA =

LC

∑
j=1

LB

∑
i=1

FDRA|i,j (10)

Once the two metrics corrA and FDRA are calculated, they are combined into a single
score by introducing weight parameter α. Before proceeding, however, the metric values
are normalized since they differ in scale. Min–max algorithm is applied to the whole
features so that they vary within the interval [0, 1], by assigning 0 and 1 to the minimum
and maximum values. Then, the hybrid score for component A is given by

scoreA = α× normalize(corrA) + (1− α)× normalize(FDRA) (11)
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where the symbol normalize indicates the metrics are normalized by min–max algorithm.
In this way, the score is calculated for all the components A, B, and C for each feature.

The reason why we need to consider the two metrics together is illustrated in Figure 3,
which shows three cases where, in Figure 3a, corr is low but FDR is high, in Figure 3b,
corr is high but FDR is low, and in Figure 3c, both are high. While Figure 3a shows high
separability, it is less useful since it is not consistent with respect to the fault progression.
Likewise, Figure 3b is also less useful due to the large variance, even though the corr is
high. For this reason, the feature should have higher values in both metrics.
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Once the score is obtained for all the features by using Equation (11), the next step is
to select a few good features with a high score. While this can be performed arbitrarily, it is
achieved in a more objective manner by applying the formula based on the risk priority
number (RPN) threshold estimation [21]. The idea is to divide the whole features into
negligible parts, characterized by a gradual change, and the significant part, with a steep
increase in score. It was originally developed to select failure modes with highest RPN in
the failure mode, effect, and criticality analysis (FMECA), but the authors believe that it
is applicable here too. The process begins with setting a unique score and calculating the
frequency of each score. The weighted finite difference is defined by dividing the finite
difference by the frequency of the unique score as follows:

Di f f i =
scorei+1 − scorei

f requencyi+1
(12)

where i is the index of the unique score. It indicates that the smaller the frequency of the
unique score and the larger the finite difference, the larger the weighted finite difference
and the greater the variation between the two consecutive values. Then, the peak, namely
the local maxima, is obtained to indicate a significant increase in two consecutive unique
scores, which is obtained by the following equations:

PPi =
Peaki−1 + Peaki−2 + Peaki−3

3
(13)

∆Peaki = 100× Peaki − PPi
PPi

% (14)

In the final step, maximum peak is identified and the corresponding score value is
used as the threshold to identify the most significant features. Further details will be
addressed in the subsequent case study.
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Sometimes, the selected features are dependent on each other, that is, show a similar
trend in terms of fault severity. An example is that of variance and standard deviation. In
this case, the two are highly redundant and just one is enough to conduct the diagnosis. To
this end, Pearson correlation is computed for pairs of features combination. If the value
is close to 1, remove either one in the resulting features. Finally, one obtains the selection
of features for each component that fulfills all the criteria: consistent trend, separability,
and independency.

2.3. Model Construction

As mentioned in Figure 1, two models, ANN and GPR, are utilized for the diagnosis
of component health and system performance, respectively. The reason for choosing these
models is that they are established techniques, easy, and have been universally applied in
the field of fault diagnosis for a long time.

ANN and GPR are employed for the diagnosis of component health and the estimation
of system health, respectively. ANN is widely used for data-driven diagnostics, since it
can map various input variables onto the output data such as the health degradation. The
structure of ANN is composed of an input layer, one or more hidden layers, and an output
layer, as shown in Figure 4 [22]. Each layer contains neurons (nodes) and weights. In this
paper, the set of selected features F with dimension N f from the motor signal is used as
the input and the degradation level of the components H with dimension NC, which is the
number of components, is given for the output. The ANN is trained using the data of F and
H, acquired for various fault conditions, to determine the optimum weights that represent
the nonlinear relationship between the input and output. To enhance the accuracy of ANN,
the number of nodes in hidden layers are optimized through k-fold cross-validation.
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The GPR is used to estimate the system health S based on the fault severity H of the
components, which is identified by ANN. Denoting H and S by x with the dimension as
the number of components and f (x), respectively, the GPR is represented by the global
function m(x) and the covariance function K(x, x) as follows [23–25]:

f (x) ∼ GP[m(x), K(x, x)] (15)
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where GP[·] represents the Gaussian process. Generally, the covariance function consists of
two parts, K

(
xi, xj

)
= k f

(
xi, xj

)
+ kn

(
xi, xj

)
, where k f

(
xi, xj

)
is the functional part, while

kn
(

xi, xj
)

is the noise part, which are given as follows:

k f
(
xi, xj

)
= σ2

f exp

{
−
(
xi − xj

)2

2h2

}
(16)

kn
(
xi, xj

)
= σ2

n (17)

where σ2
f , h, and σ2

n are hyperparameters associated with the scaling factor, length-scale, and
noise variance that need to be estimated. Generally, these hyperparameters are optimized by
maximizing the log-likelihood function, giving the training dataset, {(xi, yi)|i = 1, 2, . . . , N }.
The advantage of using GPR is that it cannot only represent the nonlinear relationship
between input H and output S, but also provide the distribution of the function to quantify
the uncertainty of the model or measurement by means of the confidence interval.

3. Wafer Transfer Robot System

The wafer transfer robot in this study is a multi-joint structure robot with five axes, as
shown in Figure 5a, in which vertical or rotating movement is generated with the power
transmission components such as a ball screw, driving motor, timing belt, or harmonic
drive. The robot is used to transport wafers to the load port module (LPM), which is a
vacuum chamber for the semiconductor process. Axis 1 operates a vertical motion of the
arm assembly by rotating the ball screw located at the bottom of the robot. Axes 4 and 5
rotate each end-effector individually to transport two wafers, while axes 2 and 3 are rotated
to approach multiple LPMs.
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Since the robots in the field are often operated at high speed without rest, the com-
ponents undergo wear as time progresses, which degrades the position accuracy. This is,
however, compensated by the control logic to adjust or increase the motor current so as
to ensure the wafer delivery to the target location. Nevertheless, faults inside the system
cause vibration at the end-effector and may even lead to the failure to deliver the wafer
since the receiving slot is very narrow. This is why the company monitors the vibration in
the z-direction when they evaluate the robot’s performance. A single axis accelerometer is
mounted at the end-effector axis for this purpose, as shown in Figure 5a.

3.1. Target Components

According to surveys [26,27], the two most typical components responsible for the
failure in the wafer transfer robot are the harmonic drive (HD), which is a type of speed
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reducer that accomplishes a high reduction ratio in a small space, and the timing belt (TB),
which transmits the power to the remote location. In order to carry out the fault diagnosis
of these components, axis 3, which is rotated by both the HD and the TB, as shown in
Figure 5b, and controls the rotational motion of the axis 3 arm, is chosen as the object
of study.

Artificial faults are introduced on both the HD and TB by removing a portion of teeth
to simulate wear, as shown in Figure 6. In the subsequent sections, Lvi denotes the fault
label, where i = 0 is normal, and 1~3 are faults of different severities. In the HD, faults
are introduced by cutting away the upper half of the teeth of the main gear, which is also
called the flex spline and has 100 teeth, as shown in the upper figure. Two severities are
considered: an Lv1 fault is introduced to 1/6 of the teeth, and an Lv2 fault to 1/3, which
is double the number of the Lv1 fault. Figure 6a–c illustrate examples of the change from
normal to Lv2 in terms of faulty teeth of the HD, where faulty teeth areas are marked with
a red square. In the case of the TB, only a part of the teeth, of which there are 21, is meshed
with the pulley when traveling back and forth in operation. Due to this, faults of the TB
are created on these teeth. Similar to the HD, the upper half of the teeth is removed to
introduce the fault. Three severities are considered: Lv1 and Lv2 faults are introduced
to 7 and 14 teeth, respectively. Lv3 faults are made to all 21 teeth. Figure 6d–g are the
examples of normal and faulty teeth of TB, respectively.
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As a result, the HD and TB undergo three and four different health conditions, respec-
tively. Experiments are conducted for all the combinations of these conditions, resulting in
a total of 12 experiments. In the case of the most severe fault (HD Lv2 and TB Lv3), however,
the robot encounters failure by reporting the PID error message. Therefore, the data are
available for only 11 experiments.

3.2. Data Acquisition

Among the several operational scenarios for the robot, the simplest case is considered
in this study, which consists of performing a wafer pick motion to a certain LPM and
returning. The robot repeats this operation for 24 to 25 cycles per minute. Operation
commands are input by the control panel, which is transmitted to the robot by the controller.
During the operation, the current and velocity of the motor, and the control signal GPL
indicating operation status, are acquired with 1 kHz from the controller by the laptop
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computer. Vibration in the vertical direction is also measured with 25.6 kHz by an attached
accelerometer at the end-effector, as shown in Figure 5a, to assess the system performance.
Motor signals are collected for 100 repeated cycles in a single experimental condition which
lasts about 60 s. Unlike the control signal, in the case of the vibration, the signals are
collected only five times due to a synchronizing problem with the motor control signal.
Since this is a preliminary study for multi-component fault diagnosis, there are limitations
that are different to the field conditions. First, the study is conducted for a simple operation,
while the robot performs more complex operations in the field. Second, the control signal is
collected at a sampling rate of 1 kHz, whereas it is 50 Hz in the field. The reason is that the
robot company uses a higher sampling rate of 1 kHz when they test their robot performance
in the lab, and this was the same in our study. As mentioned in the conclusion, these may
be the challenges that should be incorporated when assessing practical applications, and
are left as future work. The raw motor signals for the four fault conditions are shown
in Figure 7, in which Figure 7a represents the fault conditions when all components are
normal, Figure 7b represents the HD at Lv2, Figure 7c represents the TB at Lv3, and
Figure 7d represents both the HD and TB at Lv2 fault conditions. The figure representing
the motor controls the movement so that the end effector moves a distance to one side,
stays for a moment, and returns to the original position. In the current signal, it is observed
that the fluctuations of the faulty conditions represented in Figure 7b–d are relatively high
in the periods of 400–900 and 1700–2200 msec as compared with the normal Figure 7a. This
occurrence in the current signal is to compensate for the faults in order to maintain the
velocity profile in operation. The objective of this study is to investigate this difference
and diagnose the health conditions of each component and the system by means of the
proposed method.
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Figure 7. Current and velocity signal under (a) normal conditions; (b) HD under Lv2 conditions;
(c) TB under Lv3 conditions; and (d) both HD and TB under Lv2 conditions.
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4. Case Study

In this section, the proposed method is applied to and validated for axis 3 of the robot
using the acquired signal from the motor with designed experiments. First, we discuss the
feature extraction results for various fault conditions and the feature selection for model
construction. Then, the performance of the diagnosis model for the components’ health
and system performance is evaluated. Finally, the interactions between faulty components
and their effect on the system performance are investigated.

4.1. Feature Extraction from Motor Control Signal

In order to extract good features representing faults in the motor control signal in
operation, WPD is conducted to the current and velocity signal, in which Daubechies 6 (db6)
and three levels are taken for the wavelet function and decomposition, respectively. These
selections are based on similar studies by [28,29], in which the WPD and the Daubechies
mother wavelet family are used to detect faults in an AC motor or components connected
to the motor using the motor current signal. Since our aim is the same, namely, the fault
diagnosis of components connected to the AC motor, the Daubechies family is employed.
Regarding the level of decomposition, it is generally selected to adequately capture the
fault characteristics in the frequency domain of the fault signals. To this end, the FFTs are
performed to all the fault conditions of different severities, and the results are given in
Figure 8, which shows each spectrum in superposition. The legend of the figure represents
HD Lv and TB Lv. In this figure, differences are captured in specific frequency bands
depending on the fault. Based on this observation, it follows that the three levels, namely,
the eight bands (W0 to W7) with the length of 62.5 Hz, are enough to identify the difference
between each fault condition. The bands are divided by the black dotted lines in the
figure. The wavelet coefficients in each band for the four conditions are shown for the
current signal in Figure 9, which exhibits a clear difference between the HD and TB faults:
comparing the HD Lv2 fault in Figure 9b to the normal in Figure 9a, the coefficient increases
in the low-frequency bands W1, W2, and W3. On the other hand, in the TB Lv3 fault in
Figure 9c, the coefficient increases in the high-frequency bands W5, W6, and W7. In both
the HD and TB with Lv2 faults in Figure 9d, the coefficients increase in both the low- and
high-frequency bands. In order to make a more quantitative comparison, wavelet energy
(WE) is calculated by using Equation (4) using the coefficients at each frequency band,
which are repeated for all the fault conditions. The results are plotted in Figure 10, where
black, blue, green, and red dots indicate Lv0, Lv1, Lv2, and Lv3 in TB faults, respectively,
whereas HD faults are divided by vertical dotted lines. A similar observation is found,
which is that the WE increases in the low-frequency bands W1 and W3 when the HD fault
level increases. In the case of the TB, the WE increases in the high-frequency bands W5,
6, and 7 as the TB fault increases from Lv0 to Lv3, although the increase is significant only
at Lv3.
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Figure 8. Frequency spectrum for each of the 11 fault conditions.
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Figure 9. Wavelet coefficients of (a) normal condition; (b) HD at Lv2 fault condition; (c) TB at Lv3

fault condition; and (d) both HD and TB at Lv2 fault condition.

In addition to the WE, 13 statistical time-domain features commonly used in the fault
diagnosis, as shown in Table 1 [19], are extracted for each of the eight frequency bands
of the current signal. Applying the same process to the velocity signal, a total number of
2× 14× 8 = 224 features are obtained for a single operation condition. The score as defined
in Equation (11) is calculated for the 224 features, which accounts for the two metrics: corr
for a consistent trend with respect to the fault severity and FDR for the separability of each
fault. After a parametric study to determine the weight parameter α, the value 0.8 is found
to be the most appropriate to meet both requirements. Since the calculation is performed
for the components HD and TB, respectively, 224 scores are available for the features of
each component. Note that the values are normalized so that they vary between 0 and 1.

For these sets of scores, the RPN formula as described in Section 2.2 is applied to
estimate the threshold and select the most significant features in a more logical manner.
The resulting thresholds are shown in Figure 11a,b by the horizontal lines, which indicate
the scores of all the features in descending order. The rest of the figures explain the process
of estimating them. For example, in the case of the HD, the frequencies of the unique scores
for all of the features are shown in Figure 11c. Using this information, the weighted finite
differences defined by Equation (12) are computed, as shown by the curves in Figure 11e,
from which the local peaks defined by Equation (14) are identified by the triangles and
corresponding percent values. Among these, the index and its score, with a maximum of
450%, are found to be 76 and 0.87, which are marked with a red circle in Figure 11e and
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constitute the threshold in Figure 11a,c. Through this process, four features are selected for
the HD, which are those higher than the threshold in Figure 11a.
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Figure 11. Threshold for (a) HD fault score and (b) TB fault score. Unique score frequency of (c) HD
fault and (d) TB fault. Weighted difference of (e) HD fault score and (f) TB fault score.
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In the final step, the redundancies between the selected features are checked by
computing the Pearson correlation for a combination of pairs, in which those with a
correlation higher than 0.9 are removed from the selection. As a result, the features are
reduced to only one, which is W1-STD of the current signal, namely, the STD of the wavelet
coefficient in the frequency band (62.5~125 Hz). The same process is applied to the TB to
obtain Figure 11b,d,f, from which the features without redundancy are reduced to four
features (W0-SF of the velocity, W7-MF, W7-Peak, and W7-SE of the current signal).

To illustrate the importance of the feature selection, plots of the best and worst features
in view of the score are shown in Figure 12. In the case of the HD, the number of selected
features is one, where the best is W1-STD of the current and the worst is W3-Mean of the
velocity. Their histograms are shown in Figure 12a,b. In the case of the TB, the number
of features is four, which are W0-SF of the velocity, W7-MF, W7-Peak, and W7-SE of the
current. In this case, for the sake of visual comparison, t-distributed stochastic neighbor
embedding (t-SNE) is used for the selected features, which is useful for visualizing the
high-dimensional data by embedding the n-dimensional original feature space into the
two-dimension [30]. The best four features are compared against the worst ones: W2-CF,
W5-SK, W7-Mean, and W1-CF of the current signal, as shown in Figure 12c,d, respectively.
The results of the HD and TB features all indicate that the selection of good features is
important to the aspect of fault severity identification.
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Figure 12. Histograms of (a) best feature and (b) worst feature for HD fault. t-SNE plots of (c) four best
features and (d) four worst features for TB fault.

4.2. ANN Model Construction

The five selected features (one for the HD and the others for the TB) from the previous
section are used as the input nodes of the ANN, and the corresponding fault severities
of the HD and TB as the output. Since there are 100 data points available for each of the
11 fault conditions, the total number of data points is 100× 11 = 1100. The model is trained
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using 70% of the datasets and the model accuracy is evaluated by the test datasets (30%).
Note that in the model, the severity of each component is transformed into the health
index (HI) so that it is 0 for the normal and 1 for the most severe condition. Hence, the
HD fault levels of Lv0, Lv1, and Lv2 correspond to 0, 0.5, and 1, and the TB fault levels
of Lv0, Lv1, Lv2, and Lv3 to 0, 1/3, 2/3, and 1. The structure of the ANN is given by a
single hidden layer to avoid overfitting and reduce computational complexity. For the
activation function, tan-sigmoid is selected. The number of nodes in the hidden layer
is optimized through 5-fold cross-validation. For this purpose, the training datasets are
further divided into training and validation sets by a ratio of 4 to 1. The ANN model is
trained with the training set while the accuracy is calculated using the validation sets. The
process is repeated five times by choosing the sets at a ratio of 4 to 1 at random, from
which the average accuracy is obtained for each hyper-parameter. As a result, the model
showing the highest accuracy is chosen among the number of nodes from 1 to 50, which is
22. Finally, the ANN is trained using the training datasets with the optimized parameter
and applied to the test dataset to predict the HI of each data. The histograms of the error
between the predicted (output) and true (target) HI for the 330 test data sets are given in
Figure 13 for the HD and TB, respectively. The root mean square error (RMSE) of these are
also calculated, and are 0.0275 and 0.0902.
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Figure 13. Error histogram for HI by ANN regression (a) for HD with RMSE 0.0275 and (b) for TB
with RMSE 0.0902.

4.3. GPR Model Construction

As addressed above, the robot system performance is defined by the root mean square
(RMS) of the vibration in the z-direction at the end-effector axis. This is measured during
robot operation under conditions of various faults of different severities for the HD and TB.
Before construction of the GPR model, it is desirable to investigate the relative importance
of each component in the system performance, including their interaction effect. For this
purpose, analysis of variance (ANOVA) is performed, in which input factors with a p-value
smaller than 0.05 are regarded as statistically significant. The results are given in Table 2,
which states that all three factors, namely, the HD, TB, and their interaction, affect the
system performance significantly. While the most significant is the HD, as shown in the
F-value, it should be noted that the result should be interpreted as a result of the wider
severity range that was imposed by the authors. If the severity is reduced, the value will
decrease accordingly. Another note is that the influence of the TB and its interaction with
the HD are similar in magnitude, which indicates that their interaction clearly exists and
should be incorporated into the system model.

Based on this understanding, a GPR model for the system performance is constructed,
which is able to capture the interactive relation, with the input as the HI of the HD and
TB, and the output as the RMS of the vibration. In the model, as for the components,
the predicted RMS values are normalized into the HI with a range [0, 1] as the system
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performance. The hyper-parameters
(

h, σ2
f , σ2

n

)
are optimized at 0.9525, 0.0467, and 0.0130

with the training datasets by maximizing the marginal log-likelihood of the GPR. The
result is given by the response surface plot along with the confidence bounds, as shown in
Figure 14a, in which the five black dots at each fault condition indicate the HI values from
the RMS of measured vibration, and the confidence bounds are given by the shaded surface.
The trend of the RMS in terms of the respective HD and TB axes reveals that the HD affects
the system performance much more than the TB, but this is as a result of a wider severity
range for the HD. The nonplanar shape of the response surface indicates that the HD and
TB affect the system performance interactively. Figure 14b,c are the mean responses as a
function of the HD and TB severities while the other is fixed, respectively.

Table 2. ANOVA table.

Source Sum Sq. d.f. Mean Sq. F p-Value

TB 0.0007 2 0.0003 4.09 0.0251
HD 0.0391 2 0.0196 233.6 0

TB × HD 0.0018 4 0.0005 5.38 0.0017
Error 0.0030 36 0.0001
Total 0.0446 44
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4.4. Application of the Models

Once the two models are made available through the previous steps, they are applied
to diagnose the state of health of a new robot in operation. However, the data acquisition
for a new robot is not an easy task, but requires additional effort and time in order to
create an artificial fault at another severity level. Therefore, in this study, more emphasis
is given to explaining how the developed methodology can be applied by introducing a
virtual measurement, developed by interpolating the features between the existing training
data. Although the ANN and GPR models are nonlinear by nature with respect to the fault
severities of the HD and TB, the target (true) HIs are also assumed by the interpolation
of the training data ignoring the nonlinearity. In order to examine how much error will
be introduced by this approach, virtual data are generated only for the 11 existing fault
conditions by interpolation. For example, a new condition (HD at Lv1, TB at Lv1), which is
also present in the existing conditions, can be generated by interpolating the two conditions
HD at Lv0, TB at Lv0 and HD at Lv2, TB at Lv2. These are considered in the evaluation.
However, conditions such as the interpolation of HD at Lv0, TB at Lv0 and HD at Lv1,
TB at Lv1 are avoided since they are not in the existing conditions. After investigation,
the 11 new conditions are obtained, as shown in Table 3. Recall that there are 30 data
points (30% of the whole dataset) for each fault condition in the test dataset. Then, one can
construct 30× 30 = 900 new virtual features by interpolation, which amounts to a total
of 11× 900 = 9900 data points. The trained ANN model is then applied to these data to
predict the state of health of each component and calculate the error between the output
and target HI. The resulting histograms for the errors of the 9900 data points are given in
Figure 15. Comparing with Figure 13, it is found that the RMSEs are 0.091 and 0.195, which
are greater by 3.3 and 2.2 times, for the HD and TB, respectively. However, the authors
believe that these are acceptable for estimating the HI in the dimension of [0, 1], which is
because of the somewhat lower degree of nonlinearity.

Table 3. New, but also present in the existing conditions, fault conditions are created by interpolating
existing two conditions.

Virtual Data Fault Condition
(HD Lv, TB Lv)

Existing Fault Condition 1
(HD Lv, TB Lv)

Existing Fault Condition 2
(HD Lv, TB Lv)

(0, 1) (0, 0) (0, 2)
(1, 0) (0, 0) (2, 0)
(1, 1) (0, 0) (2, 2)
(0, 2) (0, 1) (0, 3)
(1, 1) (0, 1) (2, 1)
(1, 1) (0, 2) (2, 0)
(1, 2) (0, 2) (2, 2)
(1, 2) (0, 3) (2, 1)
(1, 1) (1, 0) (1, 2)
(1, 2) (1, 1) (1, 3)
(2, 1) (2, 0) (2, 2)

With this understanding, let us now apply the model to a new case, in which the
robot is operated in a condition halfway between the two existing conditions denoted by
a (HD at 0.5, TB at 1) and b (HD at 1, TB at 2/3) in the HI. Then we will expect that the
HIs of the HD and TB will be somewhere around the interpolated ones, that is, 0.75 and
0.83 respectively. Assume that the motor control signal is acquired under this condition,
from which the five feature values are obtained by the signal processing as mentioned in
Section 4.1, although these are in fact obtained by interpolating the values of conditions a
and b. Applying these to the ANN model, the HIs of each component are obtained as 0.62
and 0.87 for the HD and TB, respectively. Then, apply these to the GPR model to obtain the
HI of system performance, which is 0.65 with the confidence bounds [0.51, 0.78]. This is
summarized in Figure 16a in the form of a bar chart, in which the error bar indicates the
confidence interval.
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Once we have the GPR model, the advantage is that we can perform what-if analysis:
how well the system performance will be restored when a component is replaced by a
new one. This is performed by changing the HI of the component to 0 in the model. The
resulting HIs are 0.04 and 0.45, as shown in Figure 16c,d, for HD and TB, respectively.
Comparing the two HIs, in view of the maintenance strategy, Figure 16c in which the HD
is replaced is advised, since it restores the system performance more fully. Figure 16b
shows the contribution ratio of the HD, TB, and their interaction effect on the system
health degradation, in which the areas by the HD and TB are given by the restored HI
by replacing each component. For the HD and TB, the HIs are restored from 0.65 to 0.04
and 0.45, hence, the restored HIs are 0.61 and 0.20, respectively. Note, however, that the
sum of these two is 0.49, which does not agree with the HI of the current system due to
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the interaction effect, which is 0.16. By normalization, these values are transferred into
the ratio, as shown in the figure. Based on this information, the equipment engineer can
diagnose the current health of the system and make appropriate decisions in terms of
which component to replace early, before failure. Although this is illustrated via virtual
data, the procedure is the same when the signals are acquired in the real operation of a
new robot: At first, using the motor control signal, extract five significant feature values.
Second, apply the five feature values to the ANN model to estimate the fault severities of
the two components, the HD and the TB. Third, apply the two severity values to the GPR
model to estimate the current system performance, which will look like the performance
illustrated in Figure 16a. Finally, perform the what-if analysis as in Figure 16c,d by restoring
the health of either component and make maintenance decisions based on the results.

5. Conclusions and Future Work

It is crucial to diagnose the condition of industrial robots to prevent losses caused
by downtime in manufacturing plants. In this paper, we proposed a methodology to
conduct a system-level diagnosis for wafer transfer robots that consists of two critical
components (harmonic drive and timing belt), the degradation of which leads to the failure
of the system, characterized by end-effector vibration. The procedure is summarized as
follows: First, informative features are extracted from the motor control signal through
signal processing techniques which apply the WPD for feature extraction and the RPN
formula of hybrid score for feature selection. Second, an ANN is established to model the
relation between extracted features and the HI of components. The model achieves RMS
errors of 0.0275 and 0.0902 for the HD and TB, for the HI in the range of 0 to 1. Third, GPR
is applied to build the relationship between HIs of components and the system. Before
construction, it is found that the interaction between the two components, the HD and
TB, is significant: the F-value 5.38 in ANOVA for the interaction is similar in magnitude
to 4.09 for the TB. Finally, the ANN and GPR models are applied to the new robot in
operation, in which the current state of health of the two components, as well as the system
performance, are estimated, and a maintenance strategy is determined by evaluating how
well the system performance is restored by the replacement of each component. Using the
example mentioned in Section 4.4 as an illustration, the HIs of the two components and the
system are 0.62, 0.87, and 0.65. After the replacement of each component to a new one, the
system HI is restored to 0.04 and 0.45, respectively, which indicates that replacing the HD
leads to three times better system health.

The contributions of the proposed methodology can be stated as follows: First, the
authors have examined multiple components and their fault severities, which can account
for the interaction relationship in degradation between the components and system. Second,
motor control signals are exploited, which are acquired automatically during operation
with no additional use of sensors. Third, a hybrid score and an RPN-based formula are
applied to select the most appropriate features for the diagnosis in a more objective way.
Last, but not least, a system-level approach is proposed, which evaluates the state of health
of the components, conditional on the system performance, as opposed to the traditional
component-level approach. Thanks to this, a proper maintenance policy can be developed
to decide which component to replace and how well the system health is restored.

However, several critical challenges remain in the implementation of this study:
First, the model development requires costly and time-consuming experiments for fault
seeding and operation for a variety of degradation conditions. In this study, only two com-
ponents with three or four severity levels are considered, which have operated under
12 different conditions. The number of cases will increase exponentially for more compo-
nents and severity levels, which requires an efficient strategy for the design of experiments.
Second, in the fault seeding process, a good domain knowledge is critical, which includes
the type of failure modes, ways of fault seeding, and the degree of degradation. Unless
this is properly addressed, the result will be significantly different from those in the field,
and hence, will be useless. In this study, the artificial faults are based on the literature on
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robot faults, which have, however, been empirical or intuitive. Third, the proposed model
is developed based on a specific operation profile such as a simple round trip of a wafer
at a certain speed. If the profile changes or becomes more complex, the resulting features
and subsequent ANN and GPR models will be changed accordingly. Since we cannot do
this every time the profile changes, a more general strategy is needed to address this issue.
Lastly, there is a difference in the sampling rate in the data acquisition of the motor signal
between our study and the field, which are 1 kHz and 50 Hz, respectively. Due to issues
with data storage and handling, lower sampling rates are used in the field. In this case, a
different strategy should be developed, because the frequency band and resolution may
be different. Future studies will be performed to overcome these challenges. Towards this
objective, we plan to generalize our methodology for a few different operation profiles with
lower sampling rates used in the field, and validate its performance.
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