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Abstract

:

Aiming at the low-frequency oscillation problem of high-proportion wind power and energy storage connected to the power system, this paper establishes a system small signal model according to the matrix similarity theory, which lays a foundation for the research on oscillation characteristics, mechanism analysis, and suppression measures. Combined with the different installation positions of the inverter-side converter and the inverter-side POD (Power Oscillation Damper) controller of the energy storage device, the suppression mechanism and damping oscillation ability of the two on low-frequency oscillation were analyzed. Under multiple optimization objectives, the parameters of the damping controller are optimized by Pareto and improved particle swarm algorithms. Finally, through Matlab/Simulink simulation, the effectiveness of the Pareto and improved particle swarm algorithm in suppressing low-frequency oscillation of the system is verified.
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1. Introduction


In recent years, with the increasingly prominent ecological and environmental problems, energy consumption has become increasingly tense, and the development and utilization of renewable new energy has become an important strategy for the sustainable development of World energy resources. Wind energy, as a clean, renewable, and pollution-free green energy, is the fastest-growing and fastest-developing renewable energy in the world. According to the Chinoiserie Wind Power Development Roadmap 2050 issued by the Energy Research Institute of the National Development and Reform Commission and the International Energy Agency (IEA), by 2050, wind power will reach 1 billion kilowatts, meeting 17% of domestic power demand.



With the increasing penetration rate of wind power, its operational characteristics have an undeniable impact on the safety and stability, peak shaving, frequency regulation, and economic operation of the power system. On the other hand, the inherent characteristics of wind energy and the immaturity of wind power planning and control technology are constraining the further development of wind power. Firstly, the planning and consumption of wind power grid connections are issues. The uneven distribution of wind resources in China has led to excessive wind energy in some regions, and the problem of “wind abandonment” is serious. However, through the large-scale construction of ultra-high voltage and direct current transmission networks, the rapid development of distributed generation and microgrid technology, the problem of “wind abandonment” has been solved; Secondly, there is the security and stability issue of the power grid after large-scale grid connection of wind power. Wind energy itself has intermittent, fluctuating, and anti-peak characteristics, and wind turbines differ from traditional synchronous generators in terms of structure and control strategies, which can pose a potential threat to the stability of the regional power grid with high permeability of wind power and affect the power system’s power grid scheduling and peak shaving frequency regulation.



The large-scale development of wind power is imperative, but due to the randomness of wind energy, wind power generation has certain volatility [1]. On a long-term scale, wind power output fluctuates irregularly with changes in wind speed, while on a short-term scale, wind power output suddenly changes or even disappears. The intermittency and volatility of wind power make the output power of wind power extremely unstable. Maintaining a balance between power generation and load supply and demand is a key concern for maintaining the stability and reliability of the power system. The power system with a high proportion of wind power lacks the inertia and damping [2] provided by synchronous generators (SGs) in traditional power systems, which changes the oscillation characteristics of the system and cannot guarantee the stable operation of the power system.



Low-frequency oscillation (LFO) in the power grid generally refers to the weakly damped oscillation process between 0.1–2.5 Hz. The lower the oscillation frequency, the more serious the consequences on the stability of the power system.



Adding POD to wind turbines increases damping by controlling their output. The control effect of POD may exacerbate the oscillation of DFIG (Doubly Fed Induction Generator) [3] itself, threatening its stability. Therefore, this article takes into account the negative impact of POD on DFIG, introduces relevant safety constraints, reasonably plans and allocates frequency modulation tasks, and maintains the operational safety of DFIG while suppressing oscillation [4].



Adding a POD to the ESS is to increase the damping by controlling the output power of the energy storage.ESS (Energy Storage System) has the advantages of fast response speed and bidirectional power regulation, which can effectively improve the output characteristics of wind farms and suppress wind power fluctuations. Large-scale energy storage optimizes the operational performance of wind power connected to the power grid by suppressing wind power fluctuations or shifting the time and space of the grid load, thereby improving the stability of system operation, reducing the peak valley difference of power system load, and improving power quality and supply reliability. Installing ESS for wind farms is an effective way to improve the characteristics of wind power generation and improve the coordination performance between sources and networks.



Among many energy storage methods, battery energy storage uses Redox to store and release electric energy, which has the characteristics of fast response, high efficiency, long life, convenient installation and configuration, and low cost. It is the most widely used energy storage method at present. In recent years, the research of battery Energy storage technology, especially large capacity battery energy storage, has been changing with each passing day, the control technology has been continuously improved and innovated, and the cost of energy storage has been constantly reduced. The application of battery energy storage in the field of wind power control will usher in greater opportunities.



The causes of low-frequency oscillation include rapid changes in wind speed, tower mechanical oscillation, and control dynamic interaction, etc., which can be analyzed based on external monitoring or internal modeling, using negative damping, bifurcation theory, etc. From the perspective of the power grid, the weakly damped LFO is often derived from the dynamic interaction between the internal controls of the SGs. The grid-connected DFIG and SG control strategies interact with each other, which may aggravate the low-frequency oscillation. Installing SGs a power system stabilizer (PSS), improving the PSS control strategy and control parameters, and adding wide-area control to high-voltage DC, flexible AC, energy storage and other equipment, can also suppress LFO. The difficulty lies in the control algorithm and coordinating with each other. The basic idea of suppressing LFO is to increase system damping, including adding PSS to SG, optimizing control parameters of DFIG [5], adding POD to DFIG, and adding flexible AC transmission systems (FACTS) and high-voltage DC(HVDC) with POD, etc. [6].



In the frequency regulation task of the power grid, the synchronous machine has a slow response but still bears the main role of frequency regulation. The rapid response of the inverter can provide short-term support and a conservative bottom line. The two need to work together and jointly for frequency regulation. This article focuses on the research of wind turbine inverters and energy storage inverters. The imbalance of active power is the inherent driving force behind low-frequency oscillation in the power grid, so inverters must provide active support to suppress the fluctuation of active power in the power grid system, thereby quelling low-frequency oscillation in the power grid [7].



This article first takes the wind storage joint grid connection system as the research object and establishes a wind storage system model; secondly, it analyzes the suppression strategies of wind storage systems for low-frequency oscillations. The main contribution is the installation of POD on the side of the Double-fed Induction Generator machine side converter and the installation of POD on the energy storage side converter, and adjusting the frequency based on the frequency trajectory planning method. Finally, a simulation model is built in Matlab/Simulink 2019 simulation software to verify the effectiveness of the proposed suppression strategy through simulation.



The paper is structured as follows: the modeling and analysis of wind storage systems are presented in Section 2, the control strategy for suppressing low-frequency oscillation in wind storage systems is discussed in Section 3, and in Section 4 the Pareto-based controller parameter optimization is presented. In Section 5, the simulation verification and conclusions are presented.




2. Modeling and Analysis of Wind Storage Systems


2.1. Modeling of Wind Farm and Analysis of Its Working Characteristics


Double-fed induction generator (DFIG) is a new type of generator based on traditional synchronous and asynchronous generators. However, unlike asynchronous generators, it has a three-phase excitation winding structure on the rotor side. Unlike synchronous generators, the rotor side is fed with variable frequency AC. In actual operation, the rotor speed of a doubly fed generator, coupled with the rotational magnetic field generated by the rotor excitation current, is equal to the synchronous speed of the rotor, thereby inducing an induced electromotive force at the synchronous frequency on the stator side.



Figure 1 shows the basic structure diagram of DFIG, with the stator side connected to the power frequency grid and the rotor side connected to the grid through a partial power converter. By controlling the rotor side converter, the excitation current frequency, amplitude, and phase of the rotor winding are controlled to ensure stable power output on the stator side, while decoupling the rotor speed from the system frequency. The relationship between DFIG rotor speed and system frequency is as follows:


  ω = 2 π f  



(1)







 ω  is the rotor speed, and  f  is the system frequency.



The mechanical power captured by DFIG is:


       P m  =  1 2  ρ S  C p  ( β , λ )  v 3      λ =   ω R  v       



(2)




where  ρ  is the Density of air;    C p    is the wind energy utilization coefficient, which is related to the tip speed ratio  λ  and the pitch angle  β ;  S  is the area swept by the wind turbine rotor;  v  is the wind speed;  ω  is the mechanical speed;  R  is the radius of the wind turbine.



   C p    is represented as:


       1 λ  =  1  λ + 0.08 β   −   0.035   1 +  β 3         C p  =  C 1  (    C 2     λ i    −  C 3  β −  C 4  )  e  −  C 5   λ i    +  C 6  λ      



(3)







In the equation C1, C2, C3, C4, C5 and C6 are constants.



Figure 2 is the verification of the maximum power tracking characteristics of DFIG, and the output power of DFIG is affected by the change of pitch angle and wind speed. With the direction of the arrow on the right, it represents a gradual increase in wind speed, corresponding to the power tracking curve at the wind speed. The maximum power point tracking (MPPT) of the wind power generation system means that the wind turbine can obtain the maximum power output under any circumstances, that is, the wind energy can be converted into electrical energy to the maximum extent.



DFIG consists of pitch angle control (2nd order), wind turbine and transmission system (3rd order), induction motor (4th order), DFIG back-to-back converter, and DC capacitor model (9th order) [8].



If the wind speed goes beyond the rated limit, it’s important to ensure that the power absorbed by the wind turbine remains the same. This is because the wind turbine’s mechanical strength and converter capacity have their limitations. To limit the aerodynamic efficiency of the wind turbine blades, the pitch angle is controlled. Thus, the wind turbine model uses a pitch angle control system, which can be represented by an equation as follows:


        d β   d t   =  1   T β    (  β  ref   − β )      β  ref   =  K p  (  ω r  −  ω  ref   ) +  K i    ∫  (  ω r  −  ω  ref   ) d t         



(4)







In the equations:  β  is the pitch angle;    β  ref     is the reference value of the pitch angle;    T β    is the time constant of the pitch angle control system;    K p   ,    K i    is the proportional and integral parameter of the PI link to obtain the given value of the pitch angle from the rotational speed;    ω r    is the generator rotor speed;    ω  ref     is the reference value of generator rotor speed. In the modeling of doubly fed wind turbines, using dual mass blocks is more effective in describing the mechanical characteristics of the DFIG shaft system in detail than using single mass blocks. Therefore, the wind turbine and low-speed shaft are treated as one mass block, and the gearbox and high-speed shaft are treated as another mass block. The torsion between multiple mass blocks in DFIG will generate shafting oscillation [9], and the shafting model of the two mass modules is:


        d  ω t    d t   =    T m    2  H t    −   K γ   2  H t    −   D    ω t  −  ω r      2  H t          d  ω r    d t   =   K γ   2  H r    +   D    ω t  −  ω r      2  H r    −    T e    2  H r          d γ   d t   =  ω  rB   (  ω t  −  ω r  )      



(5)







In the equations:     ω   t     is the angular velocity of the wind turbine;     ω   r     is the rotor speed of the double-fed asynchronous generator;   γ   is the torque angle of the transmission shaft;     H   t    ,     H   r     are the inertial time constants of the wind turbine and the double-fed asynchronous generator;     T   m     is the output torque of the wind turbine;     T   e     is the electromagnetic torque of the double-fed asynchronous generator; K is the stiffness coefficient of the shaft system; D is the damping coefficient; and     ω   r B     is the reference value of the speed.



If the electromotive force and the d, q axis current of the stator are selected as the state variables after the transient reactance is decided, the dynamic equation of the doubly fed induction motor can be expressed (See Appendix A for the specific derivation process):


        d  i  ds     d t   = −    ω  el    R l     ω s   L s     i  ds   −  ω  el    i  qs   +    ω  el    ω r     ω s 2   L s     e  ds  ′  −    ω  el      T r   ω s 2   L s     e  qs  ′  −    ω  el      ω s   L s     v  ds   +    K  mrr    ω  el      ω s   L s     v  dr         d  i  qs     d t   =  ω  el    i  ds   −    ω  el    R l     ω s   L s     i  qs   −    ω  el      T r   ω s 2   L s     e  ds  ′  +    ω  el    ω r     ω s 2   L s     e  qs  ′  −    ω  el      ω s   L s     v  qs   +    K  mrr    ω  el      ω s   L s     v  qr         d  e  ds  ′    d t   = −  ω  cl    R 2   i  qs   −    ω  el      T r   ω s     e  qs  ′  +  ω  cl   (    ω r  −  ω s     ω s    )  e  ds  ′  −  K  mrr    ω  cl    v  qr         d  e  qs  ′    d t   = −  ω  el    R 2   i  ds   −    ω  cl      T r   ω s     e  ds  ′  +  ω  cl   (    ω r  −  ω s     ω s    )  e  qs  ′  +  K  mrr    ω  el    v  dr        



(6)




where in


       e  ds  ′  = −  ω s   L m   i  qr   −    ω s   L m 2     L  rr      i  qs        e  qs  ′  = −  ω s   L m   i  dr   −    ω s   L m 2     L  rr      i  ds        



(7)







In the equation, the subscripts  d  and  q  represent the  d  and  q  axis components; The subscripts  s  and  r  represent the stator side and rotor side components, respectively.



The electromagnetic torque of a doubly fed induction motor is described as:


   T e  =  1   ω s    (  i  ds    e  ds  ′  +  i  qs    e  qs  ′  )  



(8)







    T   e     is the electromagnetic torque of the motor,     ω   s     is the synchronous speed of the motor,     i   d s     is the direct axis current component of the motor rotor winding,     i   q s     is the quadrature axis current component of the motor rotor winding,     e   d s   ′   ,       e   q s   ′     are the d, q axis transient potential of the stator windings. The vector control on the side is synchronized in the d-q coordinate system, and the direction of the d-axis is consistent with the direction of the stator flux. At this time    Ψ  qs   = 0  , the stator winding voltage drop is ignored, and the direction of the stator magnetic field lags behind the stator voltage by 90°. So    u  ds   = 0  :


       P s  =  3 2   u  qs    i  qs        Q s  =  3 2   u  qs    i  ds        



(9)







Similar to the machine side, the direction of the reference coordinate system’s d-axis is consistent with the grid voltage, and the q-axis is 90° ahead of the d-axis. Set the d-axis in the direction of the grid voltage space vector, with    u  qg   = 0  . So the active power    P g    and reactive power    Q g    output by the grid side converter are:


       P g  =  3 2  (  u  d g    i  d g   +  u  q g    i  q g   ) =  3 2   u  d g    i  d g        Q g  =  3 2  (  u  q g    i  d g   +  u  d g    i  q g   ) =  3 2   u  d g    i  q g        



(10)







In the equation,     u   d g     and     u   q g     are the d and q axis components of the grid voltage;     i   d g     and     i   q g     are the d and q axis components of the grid side converter current, respectively;     u   d g     and     u   q g     are the d and q axis components of the grid side converter voltage, respectively.



This article assumes that both the stator and rotor sides adopt the motor convention. The control objective of RSC is to achieve decoupling and independent control of active and reactive power on the stator side by controlling the excitation voltage. The control block diagram on the RSC side is shown in Figure 3, and the dynamic model is as follows:


        d  x P    d t   =  P s *  −  P s        d  x Q    d t   =  Q s *  −  Q s        d  x  idr     d t   =  I  dr  *  −  I  dr   =  K  p 1   (  P s *  −  P s  ) +  K  i 1    x P  −  I  dr         d  x  iqr     d t   =  I  qr  *  −  I  qr   =  K   p 3    (  P s *  −  P s  ) +  K   i 3     x Q  −  I  qr        



(11)







The output voltage is:


       U  dr   =  K   p 2    (  K   p 1    Δ  P s  +  K   i 1     x P  −  I  dr   ) +  K   i 2     x  idr   − ( 1 −  ω r  )  L m   I  qs   − ( 1 −  ω r  )  L  rr    I  qr        U  qr   =  K   p 2    (  K   p 3    Δ  Q s  +  K   i 3     x Q  −  I  qr   ) +  K   i 2     x  iqr   − ( 1 −  ω r  )  L m   I  ds   − ( 1 −  ω r  )  L  rr    I  dr        



(12)







In the equation,  p ,  i , respectively, represent the proportional gain and integral gain in the PI parameters,    x P      x P   ,   x Q   ,    x  idr    ,   x  iqr     are intermediate state variables introduced in the control loop.



The control objective of GSC is to stabilize the DC link voltage and maintain the constant power factor operation of the main network. The control block diagram of the GSC side is shown in Figure 4, and the dynamic model is as follows:


        d  x  dc     d t   =  U  dc  *  −  U  dc         d  x g    d t   =  Q g *  −  Q g  = 0       d  x  idg     d t   =  K   p 5    (  U  dc  *  −  U  dc   ) +  K   i 5     x  dc   −  I  dg         d  x  iqg     d t   = 0 −  I  qg        



(13)







The output voltage is similar to the machine-side converter, and the dynamic model of the control part of the energy storage converter is similar to the fan-side, which will not be repeated here.



The dynamic model of the DC side of the intermediate capacitor is:


   U  dc   C   d  U  dc     d t   =  P s  −  P g  =  P s  −  3 2   u  dg    i  dg    



(14)







The synchronous generator includes the second-order rotor Equations of motion, the first-order rotor electromagnetic transient equation, the first-order excitation system equation, and the first-order speed governing system equation. This article studies the characteristics of low-frequency oscillation, ignoring the prime mover and its speed control system. The dynamic differential equation is described as:


        d δ   d t   =  ω 0  ( ω −  ω 0  )      T J    d ω   d t   + D   ω −  ω 0    =  P m  −  P e       T   d 0   ′    d  E q ′    d t   =  E  fd   −  E q ′  − (  x d  -  x d ′  )  i d       T A    d  E  fd     d t   = −  E  fd   −  K A  (  U  tref   −  U t  )      



(15)







In the equation, ω  is the generator rotor angular velocity,    ω 0    is the synchronous angular velocity of the generator rotor,    T J    is the inertia time constant of the generator rotor,  D  is the damping torque coefficient of the generator,    P m    is the mechanical power of the prime mover,    P e    is the electromagnetic power of the generator;   T   d 0   ′    is the time constant of the excitation winding;    E  fd     is excitation electromotive force for the generator;    E q ′    is the transient electromotive force of the generator;    x d    and    x d ′    is the synchronous reactance and transient reactance of the stator;    K A    and    T A    is the gain and time constant of the excitation system;    U t    and    U  tref     are the terminal voltage and its reference value of the synchronous machine.




2.2. Modeling of Stand-Alone Infinity Systems with Wind Storage


There are two ways for wind storage to connect to the power grid: distributed and centralized. Distributed access refers to each wind turbine motor being equipped with an energy storage device, which requires a small energy storage capacity and flexible compensation. However, it requires multiple sets of control devices and is complex to install; Centralized access refers to the installation of a set of energy storage devices at the entry point, which requires a large energy storage capacity. However, only one set of control devices is needed, making it easier to centrally control. Moreover, the output of each wind power is not exactly the same, and there is partial complementarity. Centralized access has a higher utilization rate of energy storage. This article adopts a centralized access method, connecting the energy storage device to the grid-connected bus of wind power, which can effectively improve the acceptance capacity of wind turbine grid-connected power generation, and achieve power compensation and peak shaving and valley filling.



Figure 5 shows the grid-connected model of the wind storage system, which mainly includes SG, wind turbine, ESS, and infinite grid.



In the wind storage integrated power plant, battery ESS auxiliary wind power is connected to the grid, which is jointly determined by the wind power output and ESS Co-determination.


   P  PCC   =  P W  +  P  ESS    



(16)







The system power balance equation is:


   P A  =  P e  +  P  PCC   =  P e  +  P W  +  P  E S S    



(17)







In the equation,    P  ESS     the positive and negative represent the charging and discharging state of the energy storage, the positive represents the energy storage discharge, and the negative represents the energy storage charging.



Analysis shows that the power balance of the system can be achieved through power control of wind turbines and ESS.



This article analyzes the operation and related characteristics of the wind energy storage joint system. Based on the output characteristics of the doubly fed wind turbine power generation and the complementary operation characteristics between multiple types of hybrid ESS energy storage, the operation control strategy for the grid connection of the wind power hybrid energy storage joint system is analyzed.



The active output power of synchronous generators are:


   P G  =   E  U A     X s    sin θ  



(18)








2.3. Linearized Equivalence Model of Stand-Alone Infinity System with Wind Storage


To analyze the low-frequency oscillation stability of the wind storage grid connected system under disturbance, the eigenvalue analysis method can be used to linearize the system [10] near the operating point. According to the matrix similarity transformation theory, the state matrix of the original system has the same eigenvalues as the similarity matrix, and the stability and oscillation mode information of the original nonlinear system at the operating point can be obtained by solving the equation of the Linear system. Establish the equations of state [11] and algebraic equation of the wind storage grid connected system:


      p  x  SG   =  f  SG   (  x  SG   ,  y  SG   ,  y  SYS   )     p  x  DFIG   =  f  DFIG   (  x  D F I G   ,  y  DFIG   ,  y  SYS   )     p  x  BESS   =  f  BESS   (  x  BESS   ,  y  BESS   ,  y  SYS   )      



(19)






      0 =  g  SG   (  x  SG   ,  y  SG   ,  y  SYS   )     0 =  g  DFIG   (  x  DFIG   ,  y  DFIG   ,  y  SYS   )     0 =  g  BESS   (  x  BESS   ,  y  BESS   ,  y  SYS   )     0 =  g  SYS   (  y  SYS   )      



(20)




where  p  is a Differential operator; f ,  g  is an Equation of state and Algebraic equation, respectively;  x ,  y  is a state variable and an algebraic variable, respectively.



By linearizing the above two equations at steady-state operating points, a linearized model of the wind storage grid-connected system can be obtained [12]:


          p     Δ  x  SG       Δ  x  DFIG       Δ  x  BESS           0     =     A B     C D             Δ  x  SG       Δ  x  DFIG       Δ  x  BESS               Δ  y  SG       Δ  y  DFIG       Δ  y  BESS       Δ  y  SYS               p Δ x = ( A − B  D  − 1   C ) =  A  SYS   Δ x      



(21)







In the equation,  A ,  B ,  C ,  D  are coefficient matrices;    A  SYS     is the system state matrix;  Δ  represents increment. From    A  SYS    , information such as oscillation mode, damping ratio, frequency, and participation factor can be calculated.



Let the conjugate eigenvalue of the oscillation mode be   λ = σ + j ω  , and the damping ratio and oscillation frequency of the system be:


  ξ = −  σ     σ 2  +  ω 2       



(22)






  f =  ω  2 π    



(23)







The left and right eigenvectors  u  and  v  related to the eigenvalues are defined as    p k  =  u k   v k    as participation factors, representing the degree of influence of the  k  state variable on the  i  oscillation mode. For the low-frequency oscillation problem studied in this article, it is necessary to study the roots of the strong correlation between   Δ ω   and   Δ δ  , and define the electromechanical circuit-related participation factor of the  i  mode as:


   ρ i  =      Σ   x k  ∈ ( Δ ω , Δ δ )    p  ki      Σ   x k  ∉ ( Δ ω , Δ δ )    p  ki        



(24)







Based on the results of small signal analysis, inter-region oscillation modes can be identified, and damping control can be carried out using a POD controller. At the same time, the controller gain should be adjusted reasonably so that the controller can not only increase inter-region damping but also have a positive effect on oscillation in other modes.





3. Control Strategy of Wind Storage System to Suppress Low-Frequency Oscillation


3.1. Evaluation Indicators for Oscillation Degree


The rotor motion of a synchronous generator reflects the frequency dynamics of the power system, as shown in Figure 6. The blue arrow part is the maximum speed deviation   Δ  ω  max    . When low-frequency oscillations occur in the power grid, the SG rotor will continue to oscillate, causing the generator speed  ω  to change and deviate from the initial speed    ω 0   . The indicators for measuring the dynamic characteristics of the rotor include the speed change rate     d ω   d t     and the speed deviation   Δ ω  , among them,     d ω   d t     mainly affect the fatigue degree of the mechanical spindle, and   Δ ω   mainly affects the speed protection of the unit.



The swing of the SG rotor follows the Equations of motion of rotor:


   T J    d ω   d t   =  P m  −  P e   



(25)




where    P m    and    P e    are, respectively, the mechanical power and electromagnetic power of SG, and    T J    are Moment of inertia.



As shown in Figure 6, the longer the oscillation time of the rotor, the larger the oscillation area, and the greater the impact on the frequency quality of the power grid. The calculation equation    S ω    for the rotor oscillation area is as follows:


   S ω  =    ∫   t 1     t 2       ω −  ω 0       d t  



(26)







In the equation,    t 1    and    t 2   , respectively, represent the starting and ending times of the rotor deviating from the synchronous speed. It can be seen that the longer the continuous oscillation time of the power grid, the greater the    S ω   , and the greater the impact on the frequency stability of the power grid.



In conclusion, the influence of the unbalanced power of the suppression system on the synchronous machine speed mainly considers three aspects: restraining     d ω   d t    , avoiding rotor machine fatigue and equipment accidents; suppressing   Δ ω   and avoiding unit stall or overspeed protection; suppressing    S ω    and avoiding excessive oscillation time and amplitude.



However, in practical applications, most countries’ power grids have regulations on the frequency offset and rate of change of frequency (RoCoF) of the power grid, rather than the changes related to rotor speed. When the frequency is 60 Hz, the lower limit of frequency protection is 59.3 Hz, that is, the frequency offset is 0.7 Hz, and the frequency change rate is constrained between 0.12 Hz/s and 1.2 Hz/s. The measurement of RoCoF is generally based on the tangent of a given point on the frequency response curve, estimated through frequency measurements of 0.1–0.5 s in a short period of time. The time window for calculating the RoCoF of wind farm integration points should be greater than 100 ms and less than 200 ms.




3.2. Design of Power Oscillation Damper


Power oscillation damper (POD). In the nonpeak load stage, some SGs are replaced by wind power, and the original stable control strategy of SGs may not be feasible. To achieve this [13], POD can be installed on DFIG to achieve similar functions as SG-PSS, and damping can be increased by controlling DFIG output. The control structure of POD is shown in Figure 7, which consists of four modules. The first module is the POD amplifier gain unit, the second module is the isolation link, and the third and fourth modules are both lead modules or both lag modules. The phase compensation link provides the necessary lead (or lag) characteristics to compensate for the phase lag (or lead) between the slip input and the electrical torque of the generator. This paper uses two first-order links. In practice, more first-order links or second-order links are needed to achieve the ideal phase compensation effect. Among them, the gain unit is used to enhance mode damping; The isolation link is used for filtering [14], filtering out steady-state components, and the POD output is zero when the signal changes to steady-state; The lead-lag module is used for phase compensation, compensating for the phase shift of frequency measurement and filtering links at low-frequency oscillation frequencies, ensuring that damping control plays a positive damping role without the need for external power grid information [15].



The feedback signals for suppressing oscillation modes in POD mainly include two types: the rotor speed (or grid frequency) and the power angle of the generator. This article combines two types of feedback signals, using the    δ A    change in bus voltage phase angle information of the coupling node port of the wind storage system, and obtaining the   Δ ω   change in synchronous electrical angular velocity through a filter, replacing the traditional SGs    ω  in     as the input of the POD. This reduces the synchronization problem of the wide-area measurement system receiving speed signals, shortens the response time of the modulation output active power, and unifies the POD feedback signals of the wind turbine and energy storage.



The mathematical expression for the power oscillation damper is [16]:


   P  POD   =    K  POD     1 +  T D  s      T h  s   1 +  T h  s     1 +  T   d 1    s   1 +  T   d 2    s     1 +  T   d 3    s   1 +  T   d 4    s   Δ ω =  G  POD    s  Δ ω  



(27)






  α =    T 1     T 2    =   1 − sin φ   1 + sin φ    



(28)






   T 2  =  1   α  ω    



(29)




where    K  POD    ,    T h   ,    T   d 1     ,    T   d 2     ,    T   d 3      and    T   d 4      are control parameters,    T D    is the sensor time constant, s is the Laplace operator,    G  POD     is the transfer function of POD, and  φ  is the angle of phase compensation.



The gain coefficient    K  POD     of the POD controller directly affects the damping effect of the controller. When selecting, the output compensation power capacity constraint should be considered to ensure that it does not exceed the total output of the wind storage system. At the same time, the impact of the controller output power on the synchronous machine terminal voltage should be considered to ensure that its fluctuation value does not exceed the limit. Therefore, under these two constraints, the control coefficient with the most obvious damping effect can be selected through frequency domain analysis.




3.3. Analysis of the Influence of Different Installation Positions of POD on Low Frequency Oscillation


The inverter mainly includes the installation of POD on the RSC side of the doubly fed fan and the installation of POD on the energy storage side of the inverter.



The dual PWM controller can achieve bidirectional energy flow. When the doubly fed fan operates in a subsynchronous state, the energy flows from the grid side to the rotor side of the doubly fed fan; When the doubly fed fan operates in a super synchronous state, energy flows from the rotor side of the doubly fed fan to the grid side.



RSC mainly realizes decoupling control of output active and reactive power, while GSC mainly realizes control of input power factor and DC voltage stabilization [17].



According to the control object, POD can be divided into active control, reactive control, and active/reactive hybrid control. POD can achieve different functions and different oscillation suppression effects when installed in different positions, and can suppress oscillation amplitude when installed in a rotor side converter (RSC); The grid side converter (GSC) installed on the grid side can speed up the Rate of convergence speed of oscillation. Usually, LFO is more sensitive to    P s    than    Q s   ,    U  dc    , or    Q g    and installing reactive power control in the GSC circuit can reduce voltage quality to a certain extent [18].



The control block diagram corresponding to the mathematical model of the doubly-fed windmill converter described above is shown in Figure 8 below [19]:


  Δ ω =  s  1 +  T f  s   Δ δ  



(30)






   P  POD   =    K  POD     1 +  T D  s      T h  s   1 +  T h  s     1 +  T   d 1    s   1 +  T   d 2    s     1 +  T   d 3    s   1 +  T   d 4    s   Δ ω =  G  POD    s  Δ ω  



(31)






  Δ P =  P  P O D   +  P s *  −  P s   



(32)






  Δ P =    K  POD     1 +  T D  s      T h  s   1 +  T h  s     1 +  T   d 1    s   1 +  T   d 2    s     1 +  T   d 3    s   1 +  T   d 4    s   Δ ω +  P s *  −  P s  =  G   POD 2     s  Δ δ +  P s *  −  P s   



(33)







Renewable energy has become a feasible solution to the problems of global energy security and environmental degradation. Due to the mature technology of wind power generation and low investment cost, wind power has developed rapidly, and the amount of wind power generation has been increasing exponentially year by year. However, like other renewable energy sources, wind energy is uncertain and uncontrollable. This uncertainty has brought adverse effects on ensuring grid stability, reliability and power quality. Existing methods for mitigating wind power fluctuations can be divided into two categories, namely power smoothing methods without ESS and methods using ESS. The cost of pitch angle control and inertial kinetic energy control in the first method is low, but its adjustment speed is slow; it is limited by wind speed and wind power penetration rate, causing the adjustable range of fan output power to be small. In the second type of method, ESS is added to the wind power generation system, which can not only stabilize the fluctuation of wind power, but also quickly make up for the system power shortage with the maximum output power in a short period of time; it can also reduce the limitation of wind turbine capacity and increase the output power adjustable range. Due to the technological development of ESS, it is widely used in alleviating wind power fluctuations and suppressing system frequency oscillations. This paper adopts the second method, and ESS can quickly and massively contribute to make up for the power shortage caused by the sudden increase in system load.



Energy storage suppressing low-frequency oscillation provides positive damping for the frequency oscillation of the system. When low-frequency oscillation occurs in the system frequency, energy storage dynamically adjusts its active output based on the frequency change of the system. Its control methods mainly include droop control, inertia control, and maximum power output.



Figure 9 shows the control strategy of ESS to suppress low-frequency oscillations of the power grid in the wind storage system, which mainly includes synchronous generators, doubly fed fans, ESS, and an infinite grid.    P e    is the electromagnetic power of the synchronous machine;    P W    is the active power output by the doubly fed fan;    P  ESS     is the active power output by ESS;    I d   ,    I q    are the output currents of the d and q axes in the dq coordinate system, respectively;    I d *   ,    I q *    are the command values for the output current of the d and q axes, respectively [20].



The active output current    I d *    of ESS output is shown in Figure 9:


   I d *  = (  K p  + s  K d  ) (  ω 0  − ω ) = (  K p  + s  K d  ) Δ ω  



(34)







In the equation,    K p   ,   K d    is the gain of the PD controller in the speed loop. For low-frequency oscillations in the power grid, existing control strategies mainly include inertia control and droop control;    ω 0    is the synchronous Angular frequency, and  ω  is the measured Angular frequency of the power grid. Assuming that ESS only provides active support and does not consider the impact of reactive power on the system, the set value of reactive current    I q *    is always zero.



Expression for electromagnetic power increment of synchronous machines at the electromechanical time scale:


  Δ  P e  =  K g  Δ δ −  K  ESS   Δ  I d   



(35)







In the equation,    K g    is the synchronization coefficient of the power grid, representing the synchronous and stable operation ability of the power system itself;    K  ESS     is a control parameter for energy storage, characterizing the impact of ESS on the dynamic characteristics of the power grid under the control strategy. So when the power grid oscillates, the electromagnetic power of the synchronous machine will change.



If the active power injected by ESS into the power grid is taken into account, the damping coefficient and inertia coefficient of the power system are:


       T D  = D +  K  ESS    K p       T J  = 2 H +  K  ESS    K d       



(36)







In the equation, D and H are the inherent damping and inertia coefficients of the system.



According to the above equation, the Mode of action of the P controller is equivalent to droop control, and the D controller is equivalent to inertia control. Therefore, droop control suppresses   Δ ω   by enhancing the positive damping of the power system, while inertia control mainly suppresses     d ω   d t     by enhancing the inertia level of the power system. The above two types of control can directly or indirectly affect    S ω   , thereby achieving suppression of low-frequency oscillations in the power grid.



When the unbalanced power in the system is large, it is necessary for the ESS to release (absorb) enough energy    P  max     in a short period of time, which may exceed the capacity setting of the inverter. At this point, even if the control parameters of inertia control and droop control are adjusted, it is difficult to meet the suppression of low-frequency oscillation, and it is necessary to enable the energy storage to output at maximum power in nonlinear control mode.



When the power grid operates in a steady state, the mechanical power    P m    is equal to the electromagnetic power    P e   . When load disturbance   Δ  P L    occurs, the system energy is surplus, and the power absorbed by the wind storage device is   Δ  P  SYS    , so the equations of motion of the synchronous generator rotor are:


   T J    d ω   d t   =  P m  −  P e  + Δ  P L  − Δ  P  SYS   = Δ  P L  − Δ  P  SYS    



(37)







When the wind storage system is in the maximum power modulation state,   Δ  P  SYS   =  P  max     is obtained from Equation (32):


    d ω   d t   =   Δ  P L  −  P  max      T J     



(38)







At the initial moment of oscillation, the wind storage system power has not changed,   Δ  P  SYS   = 0  , and the maximum speed change rate at this time is:


    d ω   d t        max     =   d ω   d t        t = 0     =   Δ  P L     T J     



(39)







Taking inertia control as an example, the output of ESS under inertia control does not exceed the capacity limit    P  max    , namely:


  Δ  P  SYS   =  K d    d ω   d t   ≤  P  max    



(40)







So the gain    K d    of the D controller can be obtained from Equations (34) and (35):


   K d  =    T J   P  max     Δ  P L     



(41)







The Equations of motion of the rotor in the ESS inertia control mode are obtained by bringing Equation (36) into (32) and (35):


   T J    d ω   d t   = Δ  P L  −    T J   P  max     Δ  P L      d ω   d t    



(42)







Obtain the synchronous machine speed change rate under inertia control as


    d ω   d t   =   Δ  P L 2     T J  ( Δ  P L  +  P  max   )    



(43)







By subtracting from (33) and (38):


    Δ  P L  −  P  max      T J    −   Δ  P L 2     T J  ( Δ  P L  +  P  max   )   < 0  



(44)







So the wind storage system is at maximum power output on     d ω   d t     under maximum power modulation is better than that of inertia control.





4. Pareto Based Controller Parameter Optimization


4.1. Multi-Objective Optimization Based on Pareto Algorithm


Multi-objective optimization problems refer to problems that require simultaneous optimization when multiple objectives cannot be met simultaneously. It is difficult to achieve optimal results for multiple objectives under constraint conditions, but rather to obtain a set of Pareto optimal solutions that converge infinitely to the true Pareto frontier and are uniformly distributed. The elements in the set are called Pareto optimal solutions or non-inferior solutions. When studying the suppression of low-frequency oscillations in the power grid, the key is to combine decision information with the optimization process to obtain a satisfactory compromise solution.



The traditional method adopts a decision-before optimization approach, where decision-makers first assign weight values to each objective, transforming multi-objective problems into single-objective problems. In recent years, with the development of various algorithms, there has been a method of optimization before decision-making, which involves first finding the multi-objective Pareto optimal solution set during the optimization process, and then selecting the optimal solution of one or more multi-objective problems from the Pareto optimal solution set by decision-makers according to specific decision-making methods.



Pareto domination: For any two decision variables a and b:



(1) Pareto domination: a domination b: a < b, if and only if any i, there is    f i  ( a ) ≤  f i  ( b )   and i exists, such that    f i  ( a ) <  f i  ( b )  .



(2) There is no difference between a and b:   a ∼ b  , if and only if   a ⊄ b   and   b ⊄ a   If the decision vectors a and b are Pareto-dominated, then all objective function values of decision vector a are less than or equal to all objective function values of decision vector b.



Pareto optimal solution: The decision variable   a ∈  X f    is called Pareto optimal solution, any   b ∉  X f   ,   f ( b ) ≥ f ( a )  .



Pareto optimal set: The set of all Pareto optimal solutions.



Optimization objective:



Total output power of each unit


   F 1  = min ∑  P i  ( 1 ≤ i ≤ n )  



(45)







Frequency offset:


   F 2  = min Δ f  



(46)







Frequency change rate:


   F 3  = min   Δ f   Δ t    



(47)







F1, F2, F3 are objective functions.     P   i     is the active power,   ∆ f   is the variation of frequency, and   ∆ t   is the variation of time.



The optimal solution sorting method based on the Pareto dominance relationship classifies population solutions and allocates individual fitness values. For individuals  p  in a population  P , it is necessary to calculate the number of dominant  p  solutions  p  and the set of  p  dominated solutions    S p   . The optimization process for the optimal solution set of the fitness function is as follows:



Step 1:    S p  = ∅  ,    N p  = 0  ;



  ∀ q ∈ P  ,   i f ( p < q )  ,    S p  =  S p  ∪  q   ;



  e l s e    i f ( p > q )  ,    N p  =  N p  + 1  ;



  i f    N p  = 0    ,    p  rank   = 1  ,    F 1  =  F 1  ∪  p   .



Step 2:   i = 1  ,    F i  ≠ ∅  ,   ∀ p ∈  F i   , if   ∃ q ∈  S p   ,    N q  =  N q  − 1  ;



  i f    N q  = 0    ,    q  rank   = i + 1  ,   Q = Q ∪  q   ;



  i = i + 1  ,    F i  = Q  .



Step 3: If    F i  = ∅  , the loop ends. Otherwise, move on to step two.



Q is a non-empty set.




4.2. Further Optimization Based on Improved Particle Swarm Optimization Algorithm


The PSO algorithm is used to search for the optimal parameters [21] in the POD controller and solve for the optimal parameters in the Pareto algorithm’s optimal solution set. The main idea is to determine the adaptability of each particle in each generation by constructing several groups of particles and setting a fitness function. Then, compare the fitness values of each particle in each generation to obtain the global and local best particles. Finally, based on information sharing between particles, update the direction and velocity of each particle. The effectiveness and searchability of this method are related to population size, algebra, and fitness function design. This program can be summarized into the following four steps.



Step 1: Initialize population attributes: Each particle’s position contains n dimensions, corresponding to n control parameters in the POD controller. The initial velocity value of particle swarm optimization is formed by experience. The Particle number and iterations are both set to 50, the    K  POD     gain search range is set to [−10,10], where the search range of the time constant    T 1    and    T 2    is set to [0.01,0.5], and    T 3    and    T 3    are set to [0.01,0.9]. The state attributes of particle i are as follows:



Current position of particles:    x i  = (  x   i 1    ,  x   i 2    , ⋯ ,  x  in   )  .



Current velocity of particles:    v i  = (  v   i 1    ,  v   i 2    , ⋯ ,  v  in   )  .



Step 2: Calculate the fitness function, and update the individual best and global best: After initialization, the position of each particle is sent as a parameter value to the POD controller, and the simulation is run using the F function to obtain the fitness value.


  F =  1 T     ∫ 0 t     e ( t )      t d t  



(48)







The optimization objective of this article is to minimize the fitness function.  T  is the time range of oscillation,   e ( t )   is the output error. The individual and global best particles will be determined based on the fitness of each particle.



Step 3: Update speed and position: The speed and position of each particle in its next state should be determined based on individual extremum, global extremum, and the speed and position of the previous state.


   v i   i +  1   = ω  v i t  +  c 1   r 1  ( P  B i t  −  x i t  ) +  c 2   r 2  ( G  B t  −  x i t  )  



(49)






   x i   i +  1   =  x i t  +  v i   t + 1     



(50)







In the equation,  ω  is the inertia weight;    v i t    represents the current speed;    c 1    and    c 2    are acceleration constants (learning factors), usually taken as 2;    r 1    and    r 2    are uniformly distributed random numbers in [0,1];    r 2    is the individual optimal position of the i-th particle;   G  B t    is the current global optimal position.



The equation consists of three parts. The first part,   ω  v i t   , is the memory part of the particle, which explains the velocity of the particle’s previous state; the second part,    c 1   r 1  ( P  B i t  −  x i t  )  , is the cognitive part of particles, which determines their global search ability and prevents algorithms from falling into local optima; the third part    c 2   r 2  ( G  B t  −  x i t  )   is the social learning part of particles, reflecting the group learning process of information sharing between particles.



Step 4: Determine whether to complete the program: If one of the following termination conditions is met, the optimization process will be completed.



(1) The maximum number of iterations has been reached.



(2) The fitness value of the global optimal solution is less than the set value, which is called iterative convergence.



If neither of these situations is met, the program returns to the second step.



Compared with another Evolutionary algorithm, PSO can quickly converge to the optimal solution and is immune to the local optimal solution. It has a simple principle, fewer parameters, and is easier to implement.



To reduce the probability of the algorithm falling into the local optimum and improve the fitting accuracy, this paper proposes a new improved Particle swarm optimization (NIPSO) algorithm, which mainly improves the inertia weight  ω  and the learning factor    c 1   ,    c 2   .



The inertia weight  ω  expresses the degree to which the current particle search speed affects the subsequent particle speed, affecting the local and global search capabilities of the PSO algorithm. The traditional method of fixing inertia weights has limitations, as there is no oscillatory convergence in the later stage, which is not conducive to the comprehensive and detailed optimization of the algorithm. Therefore, this article adopts a nonlinear decreasing inertia weight factor approach for algorithm optimization.


  ω =       ( M − I )    ω  start   −  ω  end      M     2  +  ω  end    



(51)







In the equation,  M  is the maximum number of iterations,  I  is the current number of iterations,    ω  start     and    ω  end     are the initial and final values of the inertia weight, with values ranging from [0.4,0.9].



The learning factors    c 1    and    c 2   , respectively, control the self-cognition and social learning parts of particles. The ideal particle swarm algorithm has a global search ability in the initial stage to avoid falling into local optima; In the later stage, it emphasizes convergence to a local minimum, with a fast Rate of convergence and high convergence accuracy. Therefore, in the initial stage of the algorithm, particles need to have a large self-cognition and a small social learning part, and in the later stage, they need to have a small self-cognition and a large social learning part. However, the traditional PSO algorithm has limitations in setting a fixed learning factor. This article dynamically adjusts the learning factor based on the number of iterations:


   c 1  = (  c  start   −  c  end   )   M − I  M  +  c  end    



(52)







In the equation,    c  start     and    c  end     are the initial and final values of the learning factor, with values ranging from [1,3].



The algorithm flowchart is shown in Figure 10:





5. Simulation Verification


In this paper, Matlab/Simulink simulation software is used to verify the influence of the proposed control strategy on the low-frequency oscillation characteristics of the system, and the infinite system model shown in the figure is constructed and the simulation is performed, and the system parameters are shown in Table 1.



In the model, the active power of each power generation unit is shown in the table, the structural parameters of the doubly-fed fan are shown in Table 2, the parameters of the energy storage converter are shown in Table 3, and the loads are 49 MW, 6 MW, 24 MW and 12 MW, respectively. In addition, the doubly-fed fan adopts additional POD combined with maximum power tracking control, and the energy storage part adopts additional POD combined with sag control and maximum power output control.



Taking a 2 MW energy storage converter as an example, the main parameters are shown in Table 3.



In the negative damping state, the system amplified oscillation caused by low-frequency oscillations is shown in Figure 11:



After the wind storage system is connected to the grid, based on the analysis of the power system characteristics of the wind storage system, the change of low-frequency characteristic values before and after the grid connection is shown in Figure 12. It can be seen that the wind storage grid connection system is connected to the grid to reduce the damping ratio of some modes, and a new oscillation mode is introduced. Table 4 shows the influence of LFO under weak damping before and after wind storage is connected to the grid. The focus is on oscillation suppression at the minimum damping ratio (0.03). In order to display the image clearly, only the characteristic roots of the second quadrant of the complex plane are shown, and the conjugate characteristic roots that are symmetrical about the real axis in the third quadrant are omitted.



Low-frequency oscillations mostly occur in large-area and cross-area power grids with weak connections. This type of instability is mainly caused by weak damping and negative damping. The strength of system damping can be judged by the damping ratio of several dominant oscillation modes. It is generally believed that when the damping ratio is greater than or equal to 0.1, the system damping is strong; when the damping ratio is less than 0.03, it indicates that the system damping is weak; when the damping ratio is less than or equal to zero, it indicates that the system damping becomes negative, and constant amplitude oscillation will occur. Therefore, only the characteristic roots below the damping ratio of 0.03 are considered, that is, the bolded part in the above figure.



The initial parameters of the POD are set    K  POD     to 10,    T D    to 0.2,    T h    to 3,    T   d 1      to 0.5,    T   d 2      to 0.1,    T   d 3      to 0.05, and    T   d 4      to 0.07. Taking the POD installed on the RSC side of the doubly-fed fan as an example, the results of the POD controller parameters of the traditional particle swarm algorithm and the improved particle swarm algorithm are shown in Table 5:



The doubly-fed fan and energy storage are connected to the grid at the same point, and a small load disturbance is added at the 4 s, and the original load is restored at the 8 s. According to the optimization parameters, the parameters of the POD control part are adjusted, and the active power output of the wind storage system is observed, as shown in the figure. As the ESS has not reached its maximum output power, the calculation of its overshoot should take the maximum output power as a reference value, so it does not affect the system stability. Moreover, the ESS can increase the output to make up for the power shortage caused by the sudden increase of the system load, accelerate the power angle oscillation amplitude of the synchronous machine to approach zero, and significantly enhance the system stability. As can be seen from Figure 13, under the controller parameters obtained by the two algorithms, the wind storage output of the system will increase instantaneously when it is disturbed. In the traditional PSO algorithm, the amplitude of wind storage output change is large, the power fluctuation is more obvious, and the flat power fluctuation rate is slower. The improved PSO algorithm makes the amplitude of wind storage output change small, the economy is better, and the flat power fluctuation speed is faster. The effectiveness of the proposed controller and optimization algorithm in power regulation is verified.



The Figure 14 shows the power angle change curve of a single synchronous machine under the POD control of the original load and the POD control with POD control and parameter optimization at the 4 s and the POD control of the original load at the 4 s. Due to the limited power adjustment effect of the fan without POD control, the power angle of the generator changes significantly, and the amplitude oscillation occurs, and even leads to the system dissolution; Under the traditional PSO algorithm, POD control can reduce the oscillation amplitude, increase the oscillation frequency, and finally maintain the stability of the power angle. Under the improved PSO algorithm, POD control can further reduce the oscillation amplitude, the oscillation frequency is higher, and the ability to quickly restore the power angle is stronger. The effectiveness of the proposed controller and optimization algorithm in maintaining the stability of the power angle is verified.



Table 6 is comparison of System Time Domain Performance Indexes under Three Controls. The rise time is the time required from the steady-state value to the peak value for the first time; the overshoot is the absolute value of the difference between the peak value and the steady-state value divided by the steady-state value; the adjustment time is the time required from the beginning to the oscillation reaching the 5% error of the steady state value for the first time.



The comparison results show that when the system is disturbed by the load, without any control, the power angle amplitude of the synchronous machine increases continuously, and the system becomes unstable; under the traditional PSO algorithm, the POD control can reduce the power angle oscillation amplitude, and finally maintain the power angle stability; POD control under the improved PSO algorithm makes the power angle oscillation curve rise longer, the overshoot smaller, the adjustment time shorter, and the fast recovery power angle stability stronger. It is verified that the POD control under the improved PSO algorithm is better than the POD control under the traditional PSO algorithm for suppressing low-frequency oscillations.



The Figure 15 shows the angular velocity variation curve of the rotor of a single synchronous machine without POD control and POD control with POD control and parameter optimization after adding a small load disturbance at the 4 s. Due to the limited power regulation effect of the wind storage system without POD control, the generator speed changes significantly, and amplitude oscillation occurs. Under the traditional PSO algorithm, POD control can reduce the angular velocity oscillation amplitude, increase the oscillation frequency, and finally maintain the stability of the generator speed. Under the improved PSO algorithm, the POD control can further reduce the oscillation amplitude, the oscillation frequency is higher, and the speed stability ability is stronger. The effectiveness of the proposed controller and optimization algorithm in maintaining speed stability is verified.




6. Conclusions


In this paper, aiming at the low-frequency oscillation problem caused by the access of wind power with energy storage to the power system, firstly, a small-signal model of the system considering the access of wind storage system is established, in order to find the oscillation mode, analyze the oscillation characteristics and study the low-frequency oscillation suppression measures; second, use power balance to design additional damping power oscillators to realize the regulation of the output active power of fans and energy storage, and select a unified coupling node signal as the input of the feedback signal, which can damp the power low-frequency oscillation when the load disturbance occurs; then, considering that the output power of the fan is limited by the wind speed, consider the additional damping power oscillator in the energy storage control part, and analyze the power angle characteristics and angular velocity changes of the system under different installation positions; finally, use Pareto and improved particle swarm optimization algorithm to improve the additional POD parameters of the low-frequency oscillation of the power system, and the simulation model is used to compare the results of uncontrolled mode, POD-based controlled mode and NIPSO-POD-based controlled mode. The simulation results verify the effectiveness of the proposed controller parameter optimization algorithm, that is, the NIPSO algorithm makes the design adaptability of the POD stronger, and significantly improves the suppression effect of the controller on low-frequency oscillation under the optimal parameters.
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Appendix A



      v  d s   =  R s   i  d s   +  1   ω b      d  ψ  d s     d t   −  ω s   ψ  q s        v  q s   =  R s   i  q s   +  1   ω b      d  ψ  q s     d t   +  ω s   ψ  d s        v  d r   =  R s   i  d r   +  1   ω b      d  ψ  d r     d t   − s  ω s   ψ  q r        v  q r   =  R s   i  q r   +  1   ω b      d  ψ  q r     d t   + s  ω s   ψ  d r       










      ψ  d s   =  L  s s    i  d s   +  L m   i  d r        ψ  q s   =  L  s s    i  q s   +  L m   i  q r        ψ  d r   =  L  r r    i  d r   +  L m   i  d s        ψ  q r   =  L  r r    i  q s   +  L m   i  q s       










     L   s s   =   L   s   +   L   m   ,     L   r r   =   L   r   +   L   m     



(A1)






       d  ψ  d s     d t   = 0       d  ψ  q s     d t   = 0     










      u  d s   =  R s   i  d s   −    ω s     L  r r        L  s s    L  r r   −  L m 2     i  q s   −    ω s   L m     L  r r      ψ  q r        u  q s   =  R s   i  q s   +    ω s     L  r r        L  s s    L  r r   −  L m 2     i  d s   +    ω s   L m     L  r r      ψ  r d       










      E d ′  = −    ω s   L m     L  r r      ψ  q r        E q ′  = −    ω s   L m     L  r r      ψ  d r        X s ′  =    ω s     L  r r        L  s s    L  r r   −  L m 2        










      u  d s   =  R s   i  d s   −  X s ′   i  q s   +  E d ′       u  q s   =  R s   i  q s   −  X s ′   i  d s   +  E q ′      










      i  d r   =  1   ω s   L m     E q ′  −    L m     L  r r      i  d s        i  q r   = −  1   ω s   L m     E d ′  −    L m     L  r r      i  q s       










      ψ  d s   =  1   ω s     E q ′  +    X s ′     ω s     i  d s        ψ  q s   = −  1   ω s     E d ′  +    X s ′     ω s     i  q s       










      u  d s   =  R s   i  d s   +  1   ω b   ω s      d  E q ′    d t   +    X s ′     ω b   ω s      d  i  d s     d t   +  E d ′  −  X s ′   i  q s        u  q s   =  R s   i  q s   −  1   ω b   ω s      d  E d ′    d t   +    X s ′     ω b   ω s      d  i  q s     d t   +  E q ′  −  X s ′   i  d s        u  d r   =    R r     ω s   L m     E q ′  −    R r   L m     L  r r      i  d s   +    L  r r      ω b   ω s   L m      d  E q ′    d t   +   s  L  r r      L m     E d ′       u  q r   = −    R r     ω s   L m     E d ′  −    R r   L m     L  r r      i  q s   +    L  r r      ω b   ω s   L m      d  E d ′    d t   +   s  L  r r      L m     E q ′      










       d  e  d s  ′    d t   =  ω b    s  ω s   e  q s  ′  −    ω s   L m     L  r r      u  q r   −    R r     L  r r      e  d s  ′  −    ω s   R r   L m 2     L  rr  2     i  q s           d  e  q s  ′    d t   =  ω b    − s  ω s   e  d s  ′  −    ω s   L m     L  r r      u  d r   −    R r     L  r r      e  q s  ′  +    ω s   R r   L m 2     L  r r  2     i  d s           d  i  d s     d t   =    ω b   ω s     X s       u  d s   −    R s  +    R r   L m 2     L  r r  2       i  d s   −   1 − s    e  d s  ′  −    L m     L  r r      u  d r   +    R r     ω s   L  r r      e  q s  ′  +  X s ′   i  q s           d  i  q s     d t   =    ω b   ω s     X s       u  q s   −    R s  +    R r   L m 2     L  r r  2       i  q s   −   1 − s    e  q s  ′  −    L m     L  r r      u  q r   −    R r     ω s   L  r r      e  d s  ′  −  X s ′   i  d s         










      ω  e l   = −  T r  s  ω b   ω s 2       ω  c l   =  T r  s  ω b   ω s 2       K  m r r   =    L m     T r  s  L  r r    ω s         L  r r   =    R r     T r  s  ω s     ω s  −  ω r           T r  =    L  r r   −  L m     R r         X s  =    ω s   L s    1 − s      T r  s  ω r         X s ′  =    ω s 2   L s    1 − s      ω r         R 2  =  K  mrr  2   R r           e  ds  ′  = −  ω s   L m   i  qr   −    ω s   L m 2     L  rr      i  qs        e  qs  ′  = −  ω s   L m   i  dr   −    ω s   L m 2     L  rr      i  ds           










         d  i  ds     d t   = −    ω  el    R l     ω s   L s     i  ds   −  ω  el    i  qs   +    ω  el    ω r     ω s 2   L s     e  ds  ′  −    ω  el      T r   ω s 2   L s     e  qs  ′  −    ω  el      ω s   L s     v  ds   +    K  mrr    ω  el      ω s   L s     v  dr         d  i  qs     d t   =  ω  el    i  ds   −    ω  el    R l     ω s   L s     i  qs   −    ω  el      T r   ω s 2   L s     e  ds  ′  +    ω  el    ω r     ω s 2   L s     e  qs  ′  −    ω  el      ω s   L s     v  qs   +    K  mrr    ω  el      ω s   L s     v  qr         d  e  ds  ′    d t   = −  ω  cl    R 2   i  qs   −    ω  el      T r   ω s     e  qs  ′  +  ω  cl   (    ω r  −  ω s     ω s    )  e  ds  ′  −  K  mrr    ω  cl    v  qr         d  e  qs  ′    d t   = −  ω  el    R 2   i  ds   −    ω  cl      T r   ω s     e  ds  ′  +  ω  cl   (    ω r  −  ω s     ω s    )  e  qs  ′  +  K  mrr    ω  el    v  dr         









    i   d s ,       i   q s     are stator winding d, q axis currents.     e   d s   ′   ,   e   q s   ′     are the transient potentials of the stator d and q axes.     v   d s   ,   v   q s     are the d and q axis components of the stator voltage.     v   d r   ,   v   q r     are d and q axis components of the rotor voltage. s is the slip rate.     ω   s     is the rotational angular velocity of the dq coordinate axis. The rest are intermediate variables.
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Figure 1. Basic structure diagram of doubly fed wind turbines. 
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Figure 2. Control strategies for DFIG: characteristic for Maximum Power Point Tracking. 
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Figure 3. RSC Side Converter Control Block Diagram. 
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Figure 4. GSC Side Converter Control Block Diagram. 






Figure 4. GSC Side Converter Control Block Diagram.



[image: Applsci 13 10054 g004]







[image: Applsci 13 10054 g005] 





Figure 5. Wind Storage System Model. 
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Figure 6. Dynamic characteristics of SG rotor speed during low-frequency oscillation in the power system. 
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Figure 7. Structure diagram of POD controller. 
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Figure 8. Control Structure Diagram of DFIG with Additional POD. 
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Figure 9. ESS with additional POD control strategy to suppress low-frequency oscillations in power grids. 
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Figure 10. Optimal Solution Sorting Method Based on Pareto Dominance Relationship. 
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Figure 11. Power Angle Variation When Out of Synchronization. 
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Figure 12. Characteristic values of wind storage system before and after grid connection. 
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Figure 13. Comparison of the active output of the wind storage system using POD and NIPSO POD controller. 
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Figure 14. Comparison of the change of power angle of synchronous machine under three controls. 
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Figure 15. Comparison of angular velocity changes of rotor of synchronous machine under three controls. 
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Table 1. Active power of each power generation unit in the simulation model.






Table 1. Active power of each power generation unit in the simulation model.





	Power Generation Unit
	Rated Active Power





	Power plant 1
	30 MW



	Power plant 2
	50 MW



	DFIGs
	40 MW



	Battery energy storage
	20 MW










 





Table 2. Structural parameters of doubly-fed fans.






Table 2. Structural parameters of doubly-fed fans.





	Parameter
	Value





	Rated voltage/V
	690



	Rated power/MW
	2



	Blade radiusRr/m
	34



	Stator resistance (pu)
	0.03288



	Rotor resistance (pu)
	0.0449



	Excitation inductance/Lm
	6.5527



	Stator leakage feeling (pu)
	0.44241



	Rotor leakage (pu)
	0.44955



	Rotor moment of inertia (Hr/s)
	0.7



	Fan moment of inertia (Ht/s)
	3



	Damping factor (pu)
	2.4



	DC capacitors/F
	0.02



	DC voltage/V
	1200










 





Table 3. Main parameters of energy storage converter.
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	Parameter
	Value





	Rated power/MW
	2



	Intermediate DC voltage/V
	1200



	Rated current/A
	1680



	DC side capacitance/mF
	25.2



	Rated AC line voltage/V
	690



	Filter inductors/µH
	97



	Filter capacitors/µF
	375



	Transformer equivalent leakage inductance/µH
	54










 





Table 4. Influence of wind storage system on LFO of power system under weak damping.






Table 4. Influence of wind storage system on LFO of power system under weak damping.





	
Before the Wind Storage System Is Connected to the Grid

	
After the Wind Storage System Is Connected to the Grid




	
Eigenvalue

	
    f / Hz    

	
   ξ   

	
Eigenvalue

	
    f / Hz    

	
   ξ   






	
−0.249  ±  8.473

	
1.286

	
0.0296

	
−0.171  ±  6.477

	
1.031

	
0.0264




	
−0.180  ±  7.542

	
1.176

	
0.0187

	
−0.138  ±  7.391

	
1.176

	
0.0187




	

	
/

	
/

	
−0.216  ±  8.551

	
1.361

	
0.0253




	

	
/

	
/

	
−0.158  ±  7.623

	
1.213

	
0.0207











 





Table 5. Comparison of POD parameters.
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	     K  POD      
	     T   d 1       
	     T   d 2       
	     T   d 3       
	     T   d 4       





	Traditional PSO algorithm
	13.89
	0.86
	0.023
	0.12
	0.05



	Improved PSO algorithm in DFIGs
	13.97
	0.67
	0.036
	0.22
	0.05



	Improved PSO algorithm in ESS
	13.95
	0.69
	0.038
	0.28
	0.06










 





Table 6. Comparison of System Time Domain Performance Indexes under Three Controls.
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	The Rise Time (s)
	The Overshoot (s)
	The Adjustment Time (s)





	No control
	0.5
	/
	/



	With POD control
	0.2
	41%
	4.7



	With NIPSO POD control
	0.4
	31%
	3.9
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