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Abstract: The safety of autonomous driving is closely linked to accurate depth perception. With the
continuous development of autonomous driving, depth completion has become one of the crucial
methods in this field. However, current depth completion methods have major shortcomings in small
objects. To solve this problem, this paper proposes an end-to-end architecture with adaptive spatial
feature fusion by encoder–decoder (ASFF-ED) module for depth completion. The architecture is
built on the basis of the network architecture proposed in this paper, and is able to extract depth
information adaptively with different weights on the specified feature map, which effectively solves
the problem of insufficient depth accuracy of small objects. At the same time, this paper also proposes
a depth map visualization method with a semi-quantitative visualization, which makes the depth
information more intuitive to display. Compared with the currently available depth map visualization
methods, this method has stronger quantitative analysis and horizontal comparison ability. Through
experiments of ablation study and comparison, the results show that the method proposed in this
paper exhibits a lower root-mean-squared error (RMSE) and better small object detection performance
on the KITTI dataset.

Keywords: autonomous driving; depth completion; multi-source information fusion for sensing;
image processing; computer vision

1. Introduction

With the continuous development of technology, autonomous driving has become one
of the most compelling problems in the field of computer vision. The implementation of
autonomous driving cannot be achieved without the perception and understanding of the
environment [1]. In autonomous driving systems, depth information is crucial to real-time
perception and decision processes. Depth information can provide important information
about object localization, distance and shape, which can help autonomous driving systems
make accurate judgments and decisions. How to obtain accurate depth information has
become an important problem in the research of autonomous driving.

Currently, LiDAR is a widely used hardware device among the depth information
collection methods. LiDAR calculates the distance of an object by emitting a laser beam
and measuring its return time. Compared with other sensors, LiDAR has high precision
and can provide reliable depth information. However, LiDAR has some limitations, the
most prominent of which is the sparsity of the data due to the sampling nature of this
method. The point cloud of the LiDAR, which emits 64 beams, are projected into the
camera’s coordinate system, and the depth information accounts for about 5% of the total
pixels [2]. In practical applications, the point cloud data collected using LiDAR are usually
very limited and do not provide a complete pixel-level depth map.

To overcome the sparsity of LiDAR data, depth completion has become an important
algorithm. Depth completion is a method that fills a sparse depth map into a dense depth
map. It estimates the missing depth information by using a multi-sensor fusion approach.
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Therefore, depth completion has a wide range of promising applications in autonomous
driving systems and has an important impact on the safety of the system.

To improve the performance of depth completion, researchers have proposed an im-
pressive array of methods, including sparse invariant convolution [2] and multimodal
fusion strategies [3–8]. However, it is difficult to fill the depth map by relying on only 5%
of the depth information. To overcome this challenge, significant progress has been made
in recent years in the use of RGB images to guide depth completion. These methods use
RGB images as an additional information source to improve the performance of the depth
completion. The main methods on RGB images include supervised learning [9–17], recon-
structing stereo images [18–22], temporal relations [23–25], and other related sequence
relations [26]. In a related study, Schneider et al. [27] provided powerful guidance informa-
tion for depth completion by using RGB information to generate sharp depth boundaries.
They improved the performance of the network by using geodesic distance as a constraint.
In addition, S2D [28] used a self-supervised deep neural network based on residual blocks
to fuse LiDAR data and RGB images in the same feature space, thus effectively improving
the prediction accuracy. In addition, DeepLiDAR [29] provides a better guide for depth
completion by predicting surface normal vectors using RGB data.

These encouraging research works show that depth completion using image guidance
has great potential to improve the accuracy of prediction results and has attracted increasing
research interest. However, despite the progress made, there are still some challenges and
problems to be addressed. For example, existing depth completion methods still have
performance limitations in small objects. Therefore, this paper proposes a depth completion
method based on adaptive feature fusion, aiming to improve the performance of existing
methods, especially for small objects.

Inspired by [30], the core idea of the method in this paper is to propose an end-to-end
architecture with adaptive spatial feature fusion by encoder–decoder (ASFF-ED) module,
and this architecture is able to achieve adaptive adjustment during feature extraction by
optimizing pixel-level weights. Specifically, when extracting features on feature maps of
different scales, the adaptive feature fusion module is able to extract detailed information
of small objects on large-scale feature maps, while extracting the overall features on large
scales on small-scale feature maps. This strategy effectively alleviates the problem of depth
information loss in the downsampling process, thus improving the performance of the
depth completion.

In addition, this paper also proposes a semi-quantitative visualization to solve the
problem that the existing depth map visualization cannot be analyzed quantitatively to
compare the experimental results. Based on the consideration of human color sensitivity,
we design a semi-quantitative visualization, which is a non-uniform quantizing method, to
achieve better visualization. This method helps to present the depth information intuitively
and is especially suitable for practical application scenarios such as the visual monitoring
of autonomous driving systems. In summary, the method presented in this paper has the
following contributions:

(1) Devised a novel depth completion architecture with ASFF-ED module, which achieves
satisfactory results in solving the depth completion of small objects and improving
performance. Through combining the network proposed in this paper with ASFF-ED,
the method in this paper can better handle the depth information of small-sized
objects and improve the overall algorithm robustness and accuracy.

(2) Proposed a depth map visualization method called semi-quantitative visualization.
We also focus on some problems of current depth map visualization methods, such
as the inability to perform quantitative analysis and the difficulty of horizontal
comparison. This method can display the depth information in a more intuitive way,
so that the observer can understand and analyze the depth map more clearly.

(3) The proposed algorithm in this paper was proven to be superior in depth completion
through comparative experiments and ablation experiments and provides a new
solution for depth completion in the field of autonomous driving systems.
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2. Adaptive Spatial Feature Fusion Depth Completion

This chapter will provide a comprehensive introduction to our depth completion
architecture, including the network architecture, the adaptive feature fusion module, and
the loss function. In addition, we will introduce a visualization method of the depth map
called semi-quantitative visualization and demonstrate its validity.

2.1. Network Architecture

This section presents an encoder–decoder network called DepthNet. The architecture
of this network is shown in Figure 1.

Figure 1. The network architecture of DepthNet, where Conv means convolution, Tconv means
transpose convolution, Bn means batch normalization, Relu means rectified linear unit activation
function, k3s1c16 means convolution operation with a step size of 1 using 16 convolution kernels of
size 3 × 3, and other similar representations and so on. The output of DepthNet is passed through
the ASFF-ED module to obtain the Dpred.

The input of this network consists of a sparse depth map Dk and an RGB image Ik
in the same coordinate system, and the output is the predicted dense depth map Dpred.
Before processing, Ik and Dk are first fed to a convolution with a kernel size of 3 × 3 for
simple feature extraction, respectively, and then the two feature maps are concatenated
and input to the encoder. A block module similar to resnet34 [31] is used at the encoder to
downsample the image by 16 times. This block module is able to extract deep features in
the feature map and avoid the problem of gradient disappearance.

The decoder upsamples the feature map that has been downsampled by 16 times
through the transpose convolution to obtain a feature map of the same size as the input
original image. At the same time, the feature information corresponding to the scale at the
encoder is fed to the decoder through a skip connection, which helps to decode the image
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information better and prevents the gradient from disappearing. Finally, the output results
Y1, Y2 and Y3 are three kinds of feature maps of different scales.

2.2. Adaptive Spatial Feature Fusion Module

In order to solve the accuracy problem of the classical algorithm Faster R-CNN [32] for
small object detection in object detection, FPN [33] proposed a feature extraction method
based on a feature pyramid network. Instead of limiting the extraction to feature maps
at a single scale, the method divides the feature map into multiple scales and generates
anchors of different sizes at each scale. Smaller objects on small-sized feature maps result
in blurred features due to downsampling, when the receptive field can more easily focus on
larger-sized objects. Conversely, on large-size feature maps, smaller objects have sharper
textures, while larger objects tend to lose sight of the overall features due to excessive
attention to detail, thus affecting their robustness.

Feature pyramid networks work by corresponding the size of an object to the scale
of the feature map. When an object of a certain size is associated with a feature map of
a certain scale, the object is considered to be a positive sample; while on feature maps of
other scales, the object is considered to be a negative sample. The reason for this is that
if the object is detected in every scale of the feature map, it can easily lead to conflicting
feature information between different scales. By building a feature pyramid network based
on the above idea, the size of the object is effectively correlated with the scale of the feature
map, thus improving the accuracy of small object detection. This method brings a new
breakthrough in the research and application in the field of object detection, and shows
good results in practice.

Although we did not use a feature pyramid network to extract features, this study uses
an encoder–decoder-type network and generates multi-scale feature maps at the decoder.
Unlike the other depth completion methods mentioned in this paper, those methods only
use the last layer of the feature map to generate the dense depth map, ignoring the potential
value of feature information at other scales. Depth completion is different from object
detection, but we can borrow ideas from objection detection. It is well known that objects
at a distance are relatively small, while objects at close range are relatively large. In an
autonomous driving scene, the top half of the depth map usually represents places far away
from the camera and relatively small object contours, while the bottom half represents
places closer to the camera and relatively large object contours.

Inspired by it, we have introduced ASFF-ED module into DepthNet. This method
extracts feature map information near the top pixels in larger-sized feature maps, and
near the bottom pixels in smaller-sized feature maps. By adaptively fusing multi-scale
features, we are able to enhance the completion of the contours when predicting depth,
better understand the differences in features between near and far objects and improve the
accuracy of depth information for small objects.

For the above theory, we have three feature maps of different sizes, denoted Y1, Y2
and Y3, according to Figure 1. These feature maps have different resolutions and number
of channels. To facilitate the computation, the ASFF-ED uses a 1 × 1 convolution kernel
to modify the number of channels of Y1 and Y2, and uses the upsampling method to align
the resolution of Y1 and Y2 with Y3. This results in the unified feature maps Y1→3 and Y2→3
after the channels and resolution modifications, representing the result of unifying the
channels and resolution size with Y3.

ASFF-ED is a method that obtains the final prediction by assigning weights to the
pixel values of each input image and summing them together. The output of the adaptive
feature module is set to be a dense depth map, where the i-th pixel is denoted as Yi

pred. Yi
pred

is calculated as shown below:

Yi
pred = αiPi

1 + βiPi
2 + γiPi

3 (1)
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where Pi
1, Pi

2 and Pi
3 represent the value of the i-th pixel in images Y1→3, Y2→3 and Y3,

respectively, while αi, βi and γi represent the weight parameters of the corresponding pixel
points. In order to achieve a more convergent training process, we require that these three
weight values satisfy the following relationship:

αi + βi + γi = 1 (2)

where, based on the above constraint relationship, we can obtain using softmax:

αi =
eµαi

eµαi + eµβi + eµγi
(3)

βi =
eµβi

eµαi + eµβi + eµγi
(4)

γi =
eµγi

eµαi + eµβi + eµγi
(5)

where µαi , µβi and µγi are the model weight parameters, respectively.

2.3. Loss Function

The loss function in this paper consists of two components: Sparse Loss and Smooth-
ness Loss.

Sparse Loss: It aims to ensure that the predicted dense depth map has the same depth
value on pixels containing depth information as in the sparse depth map, as shown in the
following equation:

Ldense =
∥∥∥Dgt − Dpred>0

∥∥∥2
(6)

where Dgt is the ground truth of the depth map and Dpred is the dense depth map output
using the DepthNet network. In the depth map, a pixel value greater than 0 indicates a
valid value.

Smoothness Loss: Considering that the depth information predicted by the network is
independent of each other, this may lead to large abrupt changes in depth information
between consecutive pixels, resulting in discontinuities between image pixel values. To
solve this problem, Smoothness Loss [18] is introduced in this paper to increase the overall
smoothness of the predicted image. The calculation formula is:

Lsmooth =
∥∥∥Dpred

∥∥∥2
(7)

In summary, the overall loss function in this paper can be expressed as:

L = αLdense + βLsmooth (8)

where α and β are the weight parameters of the loss function to balance the contributions
of Sparse Loss and Smoothness Loss.

2.4. Semi-Quantitative Visualization

Depth maps are stored on the computer as 16-bit grey-scale images, with the value
of each pixel representing depth information. On the KITTI dataset, the farthest distance
of a depth map typically only reaches to about 80 m, as the sparse depth map contains
information in only 5% of the pixels, and the ground truth increases to 30% of the pixels
containing information. When the image is opened directly for observation, the whole
map is black and it is difficult to observe the information in the depth map. In order to
better observe the information in the depth map with the naked eye, the depth map needs
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to be quantified and colored. A common approach today is to quantize the depth map
uniformly, using:

Pc =
d− dmin

dmax − dmin
(9)

where Pc denotes the normalized pixel value, d denotes the depth information in the depth
map, dmax denotes the point with the farthest distance in the depth map, and dmin denotes
the value with the nearest distance depth in the depth map. By normalizing the depth map,
it can be converted by the color map for visualization, as shown in Figure 2.

(a)

(b)

(c)

Figure 2. Comparison of original depth map and visualization. (a) RGB images; (b) original sparse
depth map (left) and ground truth (right); (c) sparse depth map (left) and ground truth (right) after
visualization.

The right of Figure 2b shows a 30% dense ground truth with a slightly visible outline.
In contrast, the original sparse depth map in Figure 2b is invisible to the naked eye as only
5% of the pixels have depth information; it is simply dark. To see the depth map clearly, it
needs to undergo pseudo-color coloring, as shown in Figure 2c. However, the current mean-
quantization coloring methods are only applicable for observing the internal relationship
of each pixel. As different images have different depth maxima and minima, this approach
does not allow for a horizontal comparison of the advantages and disadvantages of each
algorithm. The mean quantization method divides the pseudo-color range evenly according
to the range of depth values. However, in an autonomous driving scene, the driver is more
concerned with near objects than far objects.

Because of this, when assigning a color map range, more color should be given to the
depth range with smaller values in order to convey changes in depth information to the
driver through visual effects. In this section, a novel method of non-mean quantization for
depth map visualization, a semi-quantitative visualization, is proposed.

As mentioned earlier, humans are very sensitive to changes in distance of one meter,
but beyond ten meters, the perception of distance becomes blurred. In the images captured
by the camera, the driver is not concerned with the movement of vehicles and pedestrians
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at a distance, but is more concerned with the risk of collision with vehicles and pedestrians
at a closer distance. Based on this, the quantification of depth values should be guided by
the idea of assigning more color to the depth range with smaller values and less color to
the depth range with larger values. As a result, each quantization range can be divided
proportionally using a fixed constant scale k, as follows:

f (1)
fmax

=
f (2)
f (1)

=
f (3)
f (2)

= · · · = f (n)
f (n− 1)

=
fmin
f (n)

= k (10)

where n is the total number of quantization range, f (n) is the maximum depth value of the
n-th depth value’s quantization range, fmax is the maximum depth value of the range, and
the minimum depth value fmin > 0, then we have:

f (1) = k fmax (11)

f (2) = k2 fmax (12)

f (3) = k3 fmax (13)

· · ·

fmin = kn+1 fmax (14)

Therefore, the following relationships exist when starting to assign a quantified range:

fmin
fmax

= kn+1 (15)

i.e.,

k =
fmin
fmax

1
n+1

(16)

In summary, given a quantization range when the maximum depth value of the dataset
is known, the range split ratio k can be calculated to unify the color map of the depth map.

3. Experiments

To validate the effectiveness of the depth completion approach based on adaptive
spatial feature fusion, we selected depth completion data from the KITTI dataset and
conducted experiments on KITTI video sequences containing complex scenes such as
city streets, urban roads and highways. To evaluate the performance of our method, we
performed a quantitative performance comparison with other depth completion algorithms
and have provided a visualization of the depth completion results.

The experiments were running on a computer configured with an I9-900K CPU and a
Tesla P100 GPU. Relevant software versions include CUDA 10.1, CUDNN 7.6 and Pytorch
1.11.0. We used the 64-bit operating system Windows Server 2012 R2 and ran subsequent
experiments on this platform.The parameters α and β in Equation (8) are set to 1 and 0.1,
respectively.

3.1. KITTI Dataset

Generating depth completion ground truth in real-world video sequences is a rather
challenging computer vision task. Compared to other tasks, it requires significant time
investment and is difficult to obtain 100% dense depth maps as ground truth. To address
this problem, the KITTI dataset [34] provides a dataset for depth completion, which contains
stereo images, sparse depth maps and ground truth. To generate the ground truth, the 3D
LiDAR point cloud is first projected onto the image coordinate to obtain the sparse depth
map. The ground truth is then generated using 11 consecutive frames of point cloud data.
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The resulting ground truth is a semi-dense depth map with valid depth pixels present only
at the bottom of the image. The dataset contains 42949 pairs of training images and 1000
validation sets for selecting models. During training, the input fed to the network had a
resolution size of 1216 × 362.

3.2. Evaluation Metric

This section introduces the commonly used evaluation metrics in depth completion,
mainly including root mean square error (RMSE) that quantifies the overall level of dif-
ference between predicted and true values. The physical significance of RMSE can be
understood as the average distance between each predicted value and its corresponding
true value, mean absolute error (MAE), that quantifies the average level of difference be-
tween predicted and true values. The physical significance of MAE can be understood as the
average absolute distance between each predicted value and its corresponding true value,
inverse-depth root-mean-squared error (iRMSE) and inverse-depth mean absolute error
(iMAE). These metrics are used to measure the error between the predicted depth map and
the ground truth, and thus to evaluate the performance of the depth completion algorithm.

Among them, the KITTI benchmark is using RMSE as the main basis for the ranking
of depth completion. Under the circumstances of calculating model error sensitivities or
data assimilation applications, MAEs are definitely not preferred over RMSEs. The values
of iRMSE and iMAE are affected by the average of the true and predicted values, so there
may be a risk of exaggerating or minimizing the actual performance of the model.

RMSE is one of the main evaluation metrics and is calculated as shown in the following
equation:

RMSE(d− d̂) =

√
1
m

m

∑
i−1

(di − d̂i) (17)

where d denotes the predicted depth map, d̂ the ground truth of the depth map, i denotes
the depth of the i-th pixel and m denotes the total number of pixels. A lower value of
RMSE where the error between the predicted depth and the ground truth is smaller and
the performance of depth completion is better.

In addition to the RMSE, there are other evaluation metrics that can be used to assess
the depth completion algorithm. The MAE is one of them and is calculated as shown below:

MAE(d− d̂) =
1
m

m

∑
i−1

∣∣∣di − d̂i

∣∣∣ (18)

The iRMSE and the inverse-depth mean absolute error iMAE are metrics that are evaluated
against the inverse depth and are calculated as follows, respectively:

iRMSE(d− d̂) =

√
1
m

m

∑
i−1

(
1
di
− 1

d̂i
) (19)

iMAE(d− d̂) =
1
m

m

∑
i−1

∣∣∣∣ 1
di
− 1

d̂i

∣∣∣∣ (20)

For these metrics, lower values indicate better performance results for depth completion.

3.3. Ablation Study

As shown in Table 1,we conducted ablation experiments to verify the performance
effectiveness of the innovations proposed in this paper. We conducted two sets of exper-
iments on the KITTI validation set for our methods, Experiments 1 and 2. Experiment 1
used only the DepthNet network for depth completion, while Experiment 2 introduced the
DepthNet with ASFF-ED module. The experimental results show that all four performance
metrics improve with the ASFF-ED module. This indicates that the error in the prediction
results is reduced, which fully demonstrates the effectiveness of our method. Considering
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the characteristics of the KITTI dataset, the ASFF-ED module can make full use of the
information of different size depth maps to obtain more accurate dense depth maps. These
findings further validate the feasibility and superiority of the method in this paper in
practical applications. Through these ablation studies, we validate the effectiveness of our
method in improving performance and provide strong support for further research.

Table 1. Quantitative evaluation on KITTI test set.

Name Method iRMSE (1/km) iMAE (1/km) RMSE (mm) MAE (mm)

Experiment 1 DepthNet 897.587 368.446 3.212 2.021
Experiment 2 DepthNet+ASFF-ED 857.191 254.503 2.817 1.203

3.4. Depth Completion Result

The performance of the method in this paper, which has been experimentally validated
on the KITTI test set, is shown in Table 2. Compared with deep completion algorithms
in recent years, the method in this paper performs better in terms of the RMSE metric.
Compared with methods that use multiple network models for optimizing prediction
results, such as SSGP [35], the method in this paper is relatively simple to build, using a
single-network architecture that only requires RGB images and depth map as input. This
lightweight architectural model is more suitable for the application of autonomous driving.

The method adopts an adaptive spatial feature fusion design, which improves the
depth completion performance while effectively alleviating the phenomenon of inaccurate
depth prediction of small objects due to the information loss problem arising from the
downsampling process. We compare the effectiveness of this paper’s method with other
depth completion methods in recent years, as shown in Figure 3. As can be seen from the
first column of results, in the area marked by the yellow rectangular box, most algorithms
are unable to accurately outline the contour shape of the car, let alone the surface texture,
because the vehicle is very far away from the location. In contrast, the method in this
paper is able to clearly show the edge contours of the car and can clearly observe the
change in depth of the front windscreen position. In contrast, the method of pNCNN (d) [6]
has completely lost information about the vehicle, while the methods of TWISE [36] and
ScaffFusion-SSL [37] have distorted vehicle contours and slightly rough surface textures.

Table 2. Quantitative evaluation on KITTI test set.

Method iRMSE (1/km) iMAE (1/km) RMSE (mm) MAE (mm)

NonLearning Complete [38] 3.63 1.23 1222.00 303.82
VOICED [39] 3.56 1.20 1169.97 299.41

AdaFrame-VGG8 [40] 3.32 1.16 1125.67 291.62
ScaffFusion [37] 3.32 1.17 1121.89 282.86
SynthProj [41] 3.53 1.19 1095.26 280.42

VLW-DepthNet [42] 3.43 1.21 1077.22 282.02
KBNet [43] 2.95 1.02 1069.47 256.76

SynthProjV [41] 3.12 1.13 1062.48 268.37
LW-DepthNet [42] 2.99 1.09 991.88 261.67

pNCNN (d) [6] 3.37 1.05 960.05 251.77
IR_L2 [44] 4.92 1.35 901.43 292.36

ScaffFusion-SSL [37] 3.24 0.88 847.22 205.75
TWISE [36] 2.08 0.82 840.20 195.58
SSGP [35] 2.51 1.09 838.22 244.70

Ours 2.73 1.20 818.42 252.48
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(a)

(b)

(c)

(d)

(e)

Figure 3. The comparation between ours and other depth completion methods on KITTI test set.
(a) RGB images; (b) pNCNN; (c) ScaffFusion-SSL; (d) TWISE; (e) ours.

Further comparing the image in the second column, the strong reflections at the
location of the yellow rectangular box lose much of the image texture information while
producing shadows, which causes the algorithm to produce jagged dithering information
during depth map estimation. However, this does not affect the algorithm’s detection of
small object targets. It can be observed that although the edge parts are not smooth, the
vehicle and tree contours in the depth map of this paper are more similar to the original
image compared to other algorithms.

Through experimental comparisons, it is verified that the method in this paper has
certain advantages in small object, and the effectiveness of the ASFF-ED module for the
small objects of depth completion is demonstrated. In terms of the quantitative performance
metrics of the algorithm, the algorithm achieves a relatively low RMSE due to the rich
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information provided by the multi-scale feature map and the combination of the flexible
information fusion approach of the ASFF-ED module, which reflects the effectiveness and
rationality of the algorithm.

3.5. Visualization

In this section, we set the parameters of Equation (16) to fmin = 0.001, fmax = 80 and
n = 255. Semi-quantitative visualization is a non-mean quantization method that assigns
color range based on distance. This method is more suitable for human attentional habits
for distance and assigns a unique color to each depth range.

As KITTI does not make the official visual color map available, we were unable to
show the visual colors in Figure 4 for comparison purposes. Therefore, we used a self-
supervised depth completion from a previous study [45] and the algorithm in this paper to
compare the visual differences between the mean-quantization visualization commonly
used for depth completion and the semi-quantitative visualization proposed in this paper,
as shown in Figure 4c.

(a)

(b)

(c)

Figure 4. Visual comparison between ours (left) and [45] (right) algorithms using different vi-
sualization methods. (a) RGB images; (b) mean-quantization visualization; (c) semi-quantitative
visualization.

The second row of the figure shows the depth maps obtained by the two algorithms
using the mean-quantization visualization. This method only generates information on
the relative distances in a single image. However, as the maximum and minimum depth
values do not coincide from image to image, the color of each pixel obtained according to
Equation (9) will also vary. The third row of the figure shows the depth maps obtained
by the two algorithms using the semi-quantitative visualization. As can be seen from
Figure 4, the two algorithms do not differ much in their depth predictions, but they
produce a significant visual difference compared to the mean quantization visualization.
The observation of the whole image shows that the mean quantization visualization assigns
the color map equally to the entire depth range, which may result in a wasted color map,
i.e., producing the visual effect of an all-blue color in the image. In contrast, the depth map
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visualized by the semi-quantitative visualization proposed in this paper is smoother in
terms of color distribution, resulting in a better color range to the nearer parts, which is in
line with human visual observation habits.

The car marked in Figure 4 is about 22 metres away. If mean-quantization visualization
is used, it can be obtained from Equation (9) that 0–22 m can be assigned approximately
71 bits of color in an image of 256 bits. If semi-quantitative visualization is used, we can
obtain a color map according to Equations (10) and (16). By referring to the color map, we
can determine that 0–22 m months is assigned to 181 bits of the color system. That is about
1.5 times more colors.

These results show that the semi-quantitative visualization has advantages in the
visualization of depth completion, and is able to produce depth maps that are more in
line with human visual observation habits than the traditional mean quantization visu-
alization. This provides a useful reference for further research and application of depth
completion algorithms.

4. Conclusions

The contribution of this paper is to address the safety problem of depth completion in
autonomous driving by proposing an encoder–decoder network model with an ASFF-ED
module embedded in it. By combining the rich information of multi-scale feature maps
and enabling the network to adaptively fuse feature information from different scales, we
effectively improve the information fusion capability of the model and alleviate the problem
of the inaccurate detection of small-object depth information, thus reducing prediction
errors. By evaluating this method on the KITTI dataset and comparing the results with
other depth completion methods, we have produced satisfactory results. The experimental
results show that the method proposed in this paper is lightweight, efficient and has a
lower RMSE compared to other depth completion methods.

To address the problem of deep graph visualization in the field of deep completion,
we propose a new algorithm for depth map visualization that is more intuitive and useful
for the quantitative analysis of algorithms and horizontal comparison between algorithms.
The training process of our method is easy, requires no additional information, only the
annotation of depth information, and is applicable to a variety of scenes.

The research results in this paper are of great practical importance for promoting
the development of autonomous driving technology and improving road safety. Future
research directions can consider the further optimization of the network model and algo-
rithms to improve the accuracy and robustness of depth completion in order to meet the
demand for highly reliable depth information for autonomous driving systems.

The accuracy of depth completion is closely related to the safety of autonomous
driving. Although our accuracy is better than other methods for small objects, we still
have a long way to go. We are not perfect in restoring the boundary of small objects in the
distance. In addition, there is still room for improvement in the accuracy of our model. In
the future, we will still focus on this subject area.
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