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Abstract: Abstractive dialogue summarization aims to generate a short passage that contains im-
portant content for a particular dialogue spoken by multiple speakers. In abstractive dialogue
summarization systems, capturing the subject in the dialogue is challenging owing to the properties
of colloquial texts. Moreover, the system often generates uninformative summaries. In this paper,
we propose a novel keyword-aware dialogue summarization system (KADS) that easily captures
the subject in the dialogue to alleviate the problem mentioned above through the efficient usage of
keywords. Specifically, we first extract the keywords from the input dialogue using a pre-trained key-
word extractor. Subsequently, KADS efficiently leverages the keywords information of the dialogue
to the transformer-based dialogue system by using the pre-trained keyword extractor. Extensive
experiments performed on three benchmark datasets show that the proposed method outperforms
the baseline system. Additionally, we demonstrate that the proposed keyword-aware dialogue sum-
marization system exhibits a high-performance gain in low-resource conditions where the number of
training examples is highly limited.

Keywords: abstractive summarization; dialogue summarization; keyword extraction

1. Introduction

Due to the COVID-19 pandemic, virtual meetings have rapidly increased [1]. Con-
sidering the amount of online meeting data, it is often necessary to rapidly determine
the key points in these meeting records [2]. In this paper, we focus on the abstractive
dialogue summarization task, which aims to capture the most critical part of the given
dialogue and generate a short paragraph that can help people quickly understand the
main contents of the dialogue [3]. One of the simplest ways to tackle this task is to use the
existing summarization systems trained on widely used datasets such as CNN/DM [4] or
XSum [5]. However, different from generating a summary for well-structured documents
such as news articles or academic papers, generating a summary for the given dialogue
requires additional consideration to the properties of colloquial texts [6]. Among them, the
most representative characteristic of the colloquial text is that it often consists of multiple
utterances from multiple speakers. This characteristic usually makes it difficult for the
readers to grasp the speaker’s information or catch the topic of the conversation. Also,
topic shifts can frequently occur in long dialogues with multiple speakers. For such reasons,
it is difficult to directly apply the existing summarization systems trained on widely used
document summarization datasets, and researchers have released several task-specific
dialogue summarization datasets such as SAMSum [7] and DialogSum [8].

However, the number of datasets in these systems is usually much lower than in
previous summarization datasets. Hence, even though the systems are trained through
these task-specific datasets, the systems often do not capture the speaker’s information or
misunderstand the topic of the conversation and produce very simple forms of sentences [9].
For instance, in Table 1, the baseline system often generates an uninformative summary
consisting of only three words that includes the fragmentary facts of the dialogue.
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Table 1. An example of summaries for the dialogue. Red color indicates extracted keywords.

Dialogue

Person1: What makes you think you are able to do the job?
Person2: My major is Automobile Designing and I have received

my master’s degree in science. I think I can do it well.
Person1: What kind of work were you responsible for the past employment?
Person2: I am a student engineer who mainly took charge of understanding

the corrosion resistance of various materials.

Summary

Person1 is interviewing Person2 about Person2’s ability and previous experience.

Summary Without Keyword (Baseline)

Person1 interviews Person2.

Summary With Keyword (KADS)

Person1 asks Person2’s major, the past work, and the reason to do the job.

To solve such problems in the dialogue summarization task, we propose a keyword-
aware dialgoue summarization system (KADS) that efficiently utilizes the keyword informa-
tion using a keyword extractor. By leveraging the keyword information to the summarizer,
we adopt the advantage of extractive summarization systems to the abstractive summa-
rization systems. KADS first extracts the keywords from a dialogue using a state-of-the-art
pre-trained keyword extractor such as keyBERT [10]. Then, we construct the input text by
prepending extracted keywords after a special token <keyword> and inserting a segment
token </s> before the dialogue text. And then we fine-tune the pre-trained encoder–decoder
models like BART [11] to generate the summary of the given dialogue with the help of the
keywords we added. Experimental results on three widely used dialogue summarization
benchmark datasets show that our proposed KADS shows significant improvement over
the baseline systems in ROUGE [12] metric, with a gain of about 2.7% in ROUGE-L. Also,
through the qualitative analysis, we find that extracted keywords efficiently assist the
system in generating main words, as shown in the summary generated by our system in
Table 1. In this example, we can infer that keywords “degree” and “responsible" assist in
generating the words “major" and “reason to the job". Furthermore, we explore the usage of
various keyword extractors on our system to find the best keyword extractor for dialogue
summarization. Finally, we validate the performance of our keyword-aware summarization
system in low-resource conditions where the number of the dataset is scarce, which often
occurs in the dialogue summarization task. We demonstrate that our method is even more
effective with larger performance improvement than baseline systems in these low-resource
conditions. The main contributions of this study can be summarized as follows:

• We propose a novel keyword-aware abstractive summarization system that efficiently
leverages the key information in a dialogue.

• We demonstrate that our proposed keyword-aware method outperforms baseline
methods in three benchmark datasets.

• We explore the usage of various keyword extractors for dialogue summarization tasks
to find the best usage.

• We demonstrate the effectiveness of the proposed keyword-aware method in low-
resource conditions.

2. Related Works
2.1. Dialogue Summarization

A good summary characterizes a dialogue as a substitute for the original text consider-
ing not every sentence contains meaningful information [13]. However, most dialogue sum-
marization datasets are in English, with very little data on daily conversations. Moreover,
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owing to the lack of training data in dialogue summarization, learning vital information
from the dialogue context becomes challenging. Fu et al. [14] discussed the limited number
of words in extractive summarization and the slight difference between the input and target
summaries owing to the limitations of the unsupervised methodology [15]. Unlike the un-
supervised approach that makes qualitative evaluation difficult, the supervised approach
can be easily evaluated [16] even if there is no sufficient database for dialogue summariza-
tion. Hence, in our work, we focus on using the dialogue summarization datasets that
include human labels, such as DialogSum [8], SAMSum [7], and TweetSumm [17]. Recently,
research on improving the performance of dialogue summarization systems using these
datasets has been widely conducted. For example, some researches [18] have improved
the summarization performance by making them aware of the structure or introducing
underlying knowledge similar to the approaches in document summarization system [19].
However, this method does not migrate to an existing model easily [20]. Furthermore, sum-
marized text may occasionally not include valid keywords, even if a keyword is present [21].
Therefore, a method for migrating existing methods simply while confirming the qualitative
evaluation improvements is required. Owing to these limitations, the performance of the
generative summary has not improved significantly. Nevertheless, the proposed method
can improve the performance of generative summaries by simply making changes to the
input by using keywords without changing the model.

2.2. Keyword-Aware Summarization

Zhong et al. [22] have shown that using keywords is beneficial for extractive text sum-
marization systems. Recently, Bharti et al. [23] utilize keywords in abstractive document-
level summarization tasks [24]. From these works, we can infer that keywords can reduce
redundant information in a text to generate summaries efficiently. By focusing on these
points, Li et al. [21] proposed keyword-guided selective mechanisms to improve the source
encoding representations for the summarization system. The decoder in this system can
dynamically combine the information of the input sentence and the keywords to generate
summaries. And Liu et al. [25] proposed a method of extracting a set of prominent sentences
from an input document for the summary to generate an improved summary. Compared to
the previous systems, these keyword-aware methods improved performance depending on
the various keyword-aware techniques. Nonetheless, these keyword-aware systems were
not only validated on the document summarization system, and they did not show any
meaningful performance indicators in other domains, such as the dialogue summarization
system. Unlike previous works, our work focuses on dialogue summarization compared to
previous document summarization systems. Also, our work confirms that the keyword
extractor shows a significant performance improvement in the summary without changing
the model architecture.

2.3. Keyword Extractor

In our work, we explore the usage of various keyword extractors for the proposed
keyword-aware method. We briefly explain each keyword extractor we used in the follow-
ing section.

2.3.1. KeyBERT

KeyBert [10] is a keyword extractor based on the self-supervised contextual retrieval
system that uses BERT [26] embeddings and simple cosine similarity to identify the sub-
phrases in a document most similar to the document itself. It feeds the sentence S to BERT
and obtains the contextual feature vector W as follows:

W = {w1, w2, ..., wn} = BERT(S) (1)

The vectors of words in a sentence are averaged to acquire its sentence embedding vector.
Subsequently, the method picks the words close to the sentence embedding vector to ensure
the keyword captures the sentence’s meaning. Finally, the similarity of the embeddings to
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the sentence embedding is obtained using the cosine similarity metric.

Simi = cos(wi, W) (2)

Here, Simi is the cosine similarity between the word embedding vector wi of a word i and
the sentence embedding vector. Once the candidate keywords are extracted, it obtains their
keyphrases through the rule of adjacent keywords.

2.3.2. RaKUn

RaKUn [27] refers to a rank-based keyword extraction via unsupervised learning and
meta vertex aggregation. RaKUn uses graph-theoretic measures to identify the keywords
using meta vertices and specially designed redundancy filters. RaKUn showed the highest
performance on Facebook’s fasttext benchmark dataset [28].

2.3.3. RAKE

RAKE [29], which stands for Rapid Automatic Keyword Extraction, is a highly efficient
keyword extraction method that operates on individual documents to enable the application
to dynamic collection. It employs word frequency, word degree, and the ratio of degree
to frequency to extract keywords. RAKE shows fast speed, as its name suggests, and has
already been used in various fields.

2.3.4. YAKE

YAKE [30] is a lightweight unsupervised automatic keyword extraction method rely-
ing on statistical text features extracted from single documents to select the most important
keywords of a text. The algorithm removes similar keywords and retains the more relevant
one (one with a lower score). The similarity is computed with the Levenshtein similar-
ity [31], Jaro–Winkler similarity [32], or the sequence matcher. Finally, the list of keywords
is sorted based on their scores.

2.3.5. PKE

PKE [33] is an open-source Python-based keyphrase extraction toolkit that contains
various keyword extraction models. This toolkit provides an end-to-end keyphrase ex-
traction pipeline in which each component can be easily modified or extended to develop
new approaches. This toolkit is widely used due to the simple usage of various keyword
extraction methods through the python library.

3. Method
3.1. Problem Formulation

For a given dialogue D that consists of n turns D = {(u1), (u2), ...,(uj)}, the task of
dialogue summarization aims to generate a short summary S for D. In other words,
dialogue summarization aims to train a system that maximizes conditional probability
P(S|D; θ). In addition to the summary, we formalize the dialogue summarization problem
with additional input keywords from the pre-trained keyword extractor E. To develop a
dialogue summarization system, we train a seq2seq model based on pre-trained language
models such as BART [11]. We extract keywords K from each utterance D and aggregate
them to the input of the dialogue summarization system to build a keyword-aware dialogue
summarization system. In short, the final goal of keyword-aware dialogue summarization
is to maximize the conditional probability P(S|D, K; θ), where K = E(D). The overall flow
of our keyword-aware dialogue summarization system is depicted in Figure 1. Our system
consists of a keyword extractor and keyword-aware summarizer based on pre-trained language
models. We use a keyword extractor to change the input as in Algorithm 1 and propose
improved summarization using a pre-trained language model.
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Algorithm 1: Flow of keyword aggregation algorithm
Data: D: input dialogue text, K: extracted keywords
Result: S∗: Dialogue texts with keywords
Let S∗ be an empty list S∗ = [];
for each d ∈ D do

Let K be extracted keywords from d
Let S be a new string S = <keyword>;
for each k ∈ K do

S = S + k + </s>
end
S = S + <dialogue> + d;
S∗.add(S)

end
return S∗;

Figure 1. Overall flow of keyword-aware dialogue summarization.

3.2. Pre-Trained Language Models

Our proposed summarizer is built upon seq2seq-based pre-trained language models
(LMs) BART and T5. BART is a transformer [34] based seq2seq model for various natural
language processing tasks. BART combines bidirectional and autoregressive training
techniques, which is effective for both natural language generation and understanding
tasks. BART is pre-trained to reconstruct the original input text from the noisy or corrupted
text. T5, which stands for “Text-to-Text Transfer Transformer”, is also a seq2seq pre-trained
LM built upon the transformer architecture. T5 is pre-trained on a large corpus, learning to
generate masked parts in the input text. We fine-tune pre-trained LM like BART and T5 for
dialogue summarization using the task-specific datasets for our work.

3.3. Keyword-Aware Summarizer

We propose a keyword-aware summarizer that efficiently utilizes the information from
various keyword extractors as explained in Section 2.3. We depict the overall architecture of
our proposed keyword-aware summarizer in Figure 2. After adding a keyword as a special
token to the input dialog, embed it internally using the pre-trained LM and create a new
summarized dialogue without any additional model changes through encoder-decoder,
seq2seq. We first extract the keywords K = {k1,k2,...,km} from keyword extractor using a dia-
log D as follows. Recently, various keyword extractors such as KeyBERT [10] exhibit high
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performance, but to develop a keyword-aware dialogue summarization (KADS) system,
choosing a suitable keyword extractor is necessary. Thus, we explore the usage of various
keyword extractors for the main component of our keyword-aware summarization system.

K = {k1, k2, ..., km} = E(D) (3)

We find that the order of keywords affects the performance of the keyword-aware
summarizer. Hence we adjust the order of extracted keywords by the order of occurrence
in the dialog, which shows the best results from our experiments. Specifically, we sort
keywords K in the order of occurrence in dialogue D as shown in Algorithm 2.

Figure 2. The overall architecture of our proposed keyword-aware dialogue summarization system.

And then, we aggregate the keywords K with the dialogue D to construct the input of
BART to utilize keywords in summarization as in Algorithm 1. Specifically, we first add
<keyword> and <dialogue> as special tokens to the input text. After extracting n keywords
using a keyword extractor, we put n keywords in order as each keyword is separated into
</s> to the input. And we append the <sep> token to the end of keywords, then add the
<dialogue> token at the beginning of the original input, the dialogue text.

Algorithm 2: Flow of keyword order algorithm
Data: D input dialogue text
Result: K∗ extracted keywords
Let K be a keyword list from keyword extractor
Let O be an empty dict O = {};
for each k ∈ K do

Get k’s index in D and set key on O
end
Order by O’s key and set to value in K∗

return K∗;

Finally, we fine-tune the pre-trained language model to generate a summary S for a
given dialogue using keywords K as follows.

S = {s1, s2, ..., sn} = BART([K, D]) (4)

4. Experiments
4.1. Datasets

We used three public dialogue summarization benchmark datasets [35], DialogSum,
SAMSum, and TweetSumm [17]. As shown in Table 2, the number of dialogues for Di-
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alogSum and SAMSum are significantly larger than in TweetSumm. And we argue that
DialogSum is the most appropriate dataset for our research for the following reasons.
First, summarizing daily spoken dialogues from the perspective of downstream appli-
cations should help both businesses and personal requirements. For example, dialogue
summaries help personal assistants keep track of complex procedures such as business
negotiations. Also, from the perspective of the method, DialogSum has a larger scale of
long dialogue data, which can facilitate the study of dialogue summarization using deep
neural network-based methods. Furthermore, while most dialogue datasets often have
insufficiently lengthy dialogue or unspoken daily conversations based on chat dialogues,
DialogSum represents a real-life dialogue by mitigating these limitations. For these reasons,
we choose DialogSum for our main experiment.

Table 2. Types of abstractive dialogue summarization datasets.

Datasets Style Scenario Dialogues # of Examples

DialogSum spoken daily life 13,460 1.8 M
SAMSum written online 16,369 1.5 M
TweetSumm written online 1100 1.8 M

4.2. Implementation Details

We chose four widely used pre-trained language models as the backbone of our
keyword-aware summarizer and compared their performance. BART is an encoder–
decoder transformer model that is pre-trained on a large corpus. And T5 [36] is also
a pre-trained encoder–decoder system that treats all NLP tasks as text-to-text problems and
allows the same model, objective, training procedure, and decoding process to be applied
to various downstream tasks.

As shown in Table 3, the BART-large model showed the best performance ROUGE
score among various models. And DialogSum contains 13,460 dialogues, which are divided
into training (12,460), validation (500), and test (500) sets. We use a large version of BART
for a conversation summary and fine-tune it into 5000 training steps/200 warm-up steps,
and set the initial learning rate to 3× 10−5. We compute the average score by running ten
times for each experiment.

Table 3. Performance comparison using several types of BART and T5 on DialogSum.

Model ROUGE-1 ROUGE-2 ROUGE-L

Baseline
BART-base 44.8874 19.6440 37.0678
BART-large 46.1996 21.0814 38.8086
T5-base 41.5242 16.4631 33.6254
T5-large 42.1325 17.3326 34.4822

KADS
BART-base 45.9874 20.9440 38.1678
BART-large 47.2237 22.1353 39.8665
T5-base 44.2605 18.8368 36.2043
T5-large 45.2232 18.9618 37.7235

4.3. Performance Comparison

We presented the dialogue summarization performance of each summarization system
in Table 3. We used BART as a baseline system and also experimented with T5 [36]. We
observed that our proposed KADS showed improvement over baseline systems in all
cases. As shown in Table 3, the performance improved by approximately 2.7% compared
to baseline and KADS on BART-large, 7.6% in T5-base, and 9.4% in T5-large, respectively.
And the results show that the lower the performance of the baseline model, the greater the
improvement through our proposed keyword-aware method. However, if only keywords
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were extracted and applied, the performance improvement was negligible and improved
significantly depending on how keywords were sorted. Also, we observed that performance
varies depending on the type of keyword extractor.

4.4. Ablations
4.4.1. Keyword Extractor

We extract the keyword of the dialogue using a pre-trained keyword extractor and
then use a special token to make an input for BART based summarizer. In this process,
the accuracy of the pre-trained keyword extractor is critical for the performance of the
keyword-aware summarization system. And for these keyword extractors, we first set
default parameters of these extractors to train a keyword-aware summarization system
and measure the performance of the summarizer. And we choose six widely used keyword
extractors for comparison and represent the results in Table 4. We observed that the rapid
automatic keyword extraction (RAKE) extractor performed best. However, the performance
varied depending on the parameters of each keyword extractor. Hence, we proceeded
with the experiment with the parameters showing the best performance for each keyword
extractor.

Table 4. Performance comparison according to the keyword extractor type on DialogSum.

Model ROUGE-1 ROUGE-2 ROUGE-L

KADS
KeyBERT 47.2237 22.1353 39.8665
RAKUN 45.8668 20.9832 38.3474
RAKE 46.2899 21.0008 38.9808
YAKE 46.2077 20.9943 38.5658
PKE 45.8123 20.7648 38.3878

4.4.2. Keyword Selection Strategy

We explored the cause behind the similarity in results generated by different keyword
extractors. We found that if it were to diversify the keywords/keyphrases, they would be
less likely to represent the document collectively. Hence, to diversify our results, we con-
ducted experiments on a delicate balance between the accuracy of keywords/keyphrases
and their diversity. We used two algorithms to diversify our results:

• Max Sum Similarity [37];
• Maximal Marginal Relevance [38].

The maximum sum distance between pairs of data refers to the maximized distance
between pairs of data. This method tries to maximize the candidate’s similarity to the doc-
ument while minimizing the similarity between candidates. Max Sum Similarity method
selects the top 20 keywords/keyphrases and picks five that are the least similar to each other.
We also investigated the maximal marginal relevance (MMR) method, which minimizes
redundancy and the diversity of the effects on text summarization tasks. We use a keyword
extraction algorithm called EmbedRank [39] which implements MMR for diversifying
keywords/keyphrases.

As shown in Table 5, we observed that the performance of Max Sum similarity for
keyBERT was higher than that based on the Max Sum simplicity of keyBERT.

Table 5. Performance comparison on different keyword selection strategy for DialogSum.

Model ROUGE-1 ROUGE-2 ROUGE-L

KADS
KeyBERT-MaxSum 47.2237 22.1353 39.8665
KeyBERT-MMR 46.6064 21.4615 38.9653
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4.4.3. Keyword Order

Additionally, most keywords obtained by the keyword extractors were listed in order
of the highest accuracy. However, in the case of dialogue, considering the meaning was
revealed in a series of flowing interactions, the order in which keywords appeared was
assumed to be more meaningful than the importance of the keywords.

Table 6 shows that the accuracy can be increased by rearranging the keywords in
order of appearance in the dialogue than by the previous keyword accuracy. Also, ROUGE
was mainly used for summarization. Ultimately, considering it is an index that evalu-
ates the matching of strings, numerous questions are raised about the metric of transla-
tion/summary. Therefore, after obtaining contextual embedding using BERT, we checked
whether the performance improved when BERTScore [40], which uses cosine similarity,
was applied. Like conventional metrics, BERTScore calculates the similarity score between
the reference and candidate sentences. However, instead of determining the exact match,
it calculates the token similarity using contextual embedding. Table 6 shows that using
KADS significantly improves the performance, even in BERTScore.

Table 6. Performance among the criteria for determining order of the keywords in the input text on
DialogSum.

Model ROUGE-1 ROUGE-2 ROUGE-L BERTScore

KADS
Appearance 47.2237 22.1353 39.8665 0.9192
Accuracy 46.8676 21.9106 39.1413 0.9190

4.5. Analysis
4.5.1. Experiments on Other Dataset

The summary technique can be applied differently depending on the domain, and
because of these characteristics, the best performance for each domain is different [41]. We
also validate our keyword-aware summarization system to other dialog summarization
datasets SAMSum and TweetSumm. SAMSum was in the form of an unrefined raw
dialogue characterized by a mixture of terse dialogue and the frequent appearance of
meaningless words. In addition, a considerable part of the customer consultation content in
TweetSumm is already summarized. But, as shown in Table 7, our keyword-aware method
improved performance. However, the changes were relatively minimal compared to
DialogSum. Since BART was used for refining the document, the performance improvement
was not significant in the data set that has already been summarized or in which many
stopwords appear.

Table 7. Comparison of KADS performance on SAMSum and TweetSumm dataset.

Model ROUGE-1 ROUGE-2 ROUGE-L

SAMSum
Baseline 51.9170 27.6903 43.3052
KADS 52.0063 27.9083 43.4162

TweetSumm
Baseline 42.2314 19.2241 35.5624
KADS 42.3342 19.3244 35.7624

4.5.2. Computation Cost

While applying keywords may improve performance, training time can be increased,
and this may result in computational inefficiency. In general, when considering the per-
formance and trade-offs, we refer to memory, computation time, and storage. However,
as memory and storage margins increased, time costs became relatively significant, and
thus we only compared the computation time with the performance [42]. Table 8 shows
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that applying keyword extractors increased the training time, which varied significantly
depending on the extractor used, making it essential to select an appropriate model.

Table 8. Comparison of training time in DialogSum. We measured the total training time and step
per time.

Model Total Time Step per Second

Baseline 1574.0059 2.4750
KADS 2556.2950 3.0470

4.5.3. Keyword Verification on KADS

We discovered that inserting a keyword as a special token may increase the weight of
a particular BART parameter [43]. For this reason, we study the effects of keyword input
on the performance by adding various keywords by randomly extracting words from the
dialogue to use them for keywords, as shown in Table 9. We calculate the average score
by running ten times by random keyword selection. Obviously, we observed a decreased
performance compared to KADS, as shown in Table 10. Even we confirmed that these
random keyword methods performed worse than the baseline system that does not utilize
keyword information.

Table 9. Comparison between using random keywords and KADS on DialogSum.

Model ROUGE-1 ROUGE-2 ROUGE-L

Baseline 46.1996 21.0814 38.8086
Random 44.3636 20.0146 37.1262
KADS 47.2237 22.1353 39.8665

Table 10. An example of summaries for comparing KADS and random keywords. Red color indicates
extracted keywords.

Dialogue

Person1: What makes you think you are able to do the job?
Person2: My major is Automobile Designing and I have received

my master’s degree in science. I think I can do it well.
Person1: What kind of work were you responsible for the past employment?
Person2: I am a student engineer who mainly took charge of understanding

the corrosion resistance of various materials.

Reference Summary

Person1 is interviewing Person2 about Person2’s
ability and previous experience.

Baseline

Person1 interviews Person2.

KADS

Person1 asks Person2’s major, the past work, and
the reason to do the job.

Random keyword

Person2 says I am a student engineer who mainly
took charge of understanding of the mechanical
strength and corrosion resistance of various materials.
I think I can do it well.
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4.5.4. Low-Resource Conditions

Generally, the number of training datasets for dialogue summarization tasks is rela-
tively small compared to document summarization datasets. Hence, it is often difficult to
train a task-specific system for dialogue summarization tasks, and it is especially common
for dialogue summarization task [44]. Therefore, we investigate whether our proposed
keyword-aware method is efficient for low-resource conditions where the number training
dataset is not enough. To validate the performance of the proposed system in the low-
resource scenario, we train a system using various portions of the training dataset and
present the results in Table 11. And we find that our proposed keyword-aware summariza-
tion system is especially effective compared to the baseline systems for this low-resource
condition. Especially we find that the gap between the baseline and our proposed KADS
generally increases as the number of training datasets decreases.

Table 11. Performance comparison with the systems trained with full dataset and trained with half
of the datasets randomly sampled from DialogSum.

Model ROUGE-1 ROUGE-2 ROUGE-L

Baseline
100% 46.1996 21.0814 38.8086
75% 44.8136 20.6273 38.0324
50% 44.0717 20.1916 36.6705
25% 43.8293 20.0013 36.0213
10% 41.2341 18.7535 34.3425

KADS
100% 47.2237 (+1.0241) 22.1353 (+1.0539) 39.8665 (+1.0579)
75% 46.2476 (+1.4340) 21.2876 (+0.6603) 39.2494 (+1.2170)
50% 45.2720 (+1.2003) 20.5406 (+0.3490) 38.1776 (+1.5071)
25% 45.9331 (+2.1038) 20.9613 (+0.9600) 37.7504 (+1.7291)
10% 43.2545 (+2.0204) 19.6724 (+0.9189) 36.0252 (+1.6827)

5. Conclusions

We proposed a dialogue summarization system, KADS, that efficiently utilized key-
word information to improve the performance of dialogue summarization systems. We
showed that the keyword extractor performance could significantly affect the results of
dialogue summarization. Experimental results on widely used dialogue summarization
datasets indicated that our proposed keyword-aware dialogue summarization showed
improvement over baseline systems. We believe that the performance of KADS can be
additionally improved if a superior keyword extractor is proposed in the future. Also, we
showed that our proposed system is especially efficient in low-resource conditions.
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Abbreviations
The following abbreviations are used in this manuscript:

KADS Keyword-Aware Dialogue Summarization system
BERT Bidirectional Encoder Representations from Transformer
LM Language Model
RaKUn Rank-based Keyword extraction via Unsupervised learning and meta vertex aggregation
RAKE Rapid Automatic Keyword Extraction
PKE Python-based Keyphrase Extraction
BART Bidirectional Auto-Regressive Transformers
T5 Text-To-Text Transfer Transformer
ROUGE Recall-Oriented Understudy for Gisting Evaluation
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