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Abstract: Customer satisfaction is a measure of the degree of satisfaction of customer experience.
Among the three major operators in China, China Mobile plays an important role in the commu-
nication field. A study of customer satisfaction with China Mobile will have a significant positive
impact on the sustainable development of the entire communication industry. In order to respond
to customer needs accurately, a mobile customer satisfaction research method based on quadratic
dimensionality reduction and machine learning integration is proposed. Firstly, the core evaluation
system of impact satisfaction is established, through the integration of systematic clustering and
exploratory factor analysis for quadratic dimensionality reduction. Then, unreasonable data in the
core influencing factors are eliminated. Finally, the gradient-boosted decision tree (GBDT) machine
learning algorithm is applied to predict satisfaction, with a prediction accuracy of up to 99%, and
the highly accurate satisfaction prediction can quickly respond to customer needs and feedback to
improve customer experience and satisfaction.

Keywords: quadratic dimension reduction; machine learning; algorithmic integration; mobile
customer satisfaction scoring research

1. Introduction

Customer satisfaction is a measure of how satisfied customers are with a product,
service or overall experience. It has a direct impact on the survival and success of an
organization [1,2]. This is because satisfied customers tend to remain loyal, tell others about
the company and continue to buy, while dissatisfied customers can lead to churn and lost
revenue [3–5]. By understanding customer needs and improving products and services,
organizations can increase their competitive advantage and ensure continued growth [6].

With the continuous development of the network, the communication industry is
paying more and more attention to the customer’s communication experience [7,8]. In
the era of big data, users’ needs and expectations for communication services continue
to improve, and only by meeting users’ needs and providing high-quality services can
operators stand out in the competitive market and gain more market share [9].

The 2022 China Mobile data [10] showed that China Mobile ranked last among the
three major operators in a number of indicators such as network download speeds, broad-
band latency and user experience, with China Telecom and China Unicom not far behind.
And in the user rating of operators, China Mobile scored the lowest, with just 4.54 points.
Meanwhile, China Mobile had negative net customer additions on the mobile side in
October 2022 [11], with 786,000 fewer customers on the mobile side. This problem is also
being faced abroad, with Amazon losing more than 1 million subscribers to its mobile
apps in the UK market since the beginning of 2023 [12]. And with Japan’s Rakuten Group
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predicting that its mobile business will remain in the red for four consecutive years until
2023 [13], the GSMA’s Mobile Economy APAC 2023 Report [14] reveals that nearly half of
the Asia-Pacific population (47%) still lacks access to the mobile internet, despite significant
improvements in service. The challenges faced by operators in terms of user experience
and customer churn are common, not just for China Mobile, Japan’s Rakuten Group and
Amazon’s mobile subscribers in the UK market but also across the Asia-Pacific region. In
the highly competitive telecoms and internet industries, delivering a good user experience
and effective customer retention are key to business success.

To avoid churn, operators need to gain a deeper understanding of their customers’
needs and experiences [15,16]. Currently, this is mainly achieved by conducting regular
customer satisfaction surveys to gather user feedback and opinions [17]. In addition,
advanced data analytics can be used to mine subscriber behaviors and network usage data
to identify subscriber preferences and pain points [18,19]. Such a data-driven approach
can help operators better understand user needs and target key factors for improvement
and optimization.

At present, although there are many studies on customer satisfaction [19–21], there
are few studies on communication user satisfaction. For example, Zi Ye [22] conducted a
study on the use of linked table analysis and binary choice model analysis. The study firstly
explored the relationship between user characteristics and satisfaction, then a validation
analysis of the relationship between five-dimensional variables and customer satisfaction
of mobile communication services was conducted. However, when selecting the core
influencing factors through the correlation, there are too many choices of indicators, making
it difficult for the operator to find an effective solution. Jing Li [23] used the decision tree
algorithm to predict satisfaction research. The decision tree was improved using cost-
sensitive ideas, which considered the cost of different types of classification errors. By
integrating the generated decision tree using the random forest principle, the accuracy and
stability of the model were improved. However, the accuracy of the decision tree model was
only about 75%, which was not high enough to accurately assess the impact of the improved
core factors. Ferreira et al. [24] used the Kano model to evaluate customer satisfaction
factors and classified them into different categories based on customer feedback. Although
this evaluation method helps companies understand customer needs and improve their
products and services to increase customer satisfaction, it lacks quantitative indicators to
reflect the magnitude of the impact of each indicator on customer needs. Lucini et al. [25]
used a text mining approach to analyze online customer reviews (OCR). This approach
helps companies understand customer opinions and sentiments, but it faces challenges
and limitations in terms of data quality, semantic understanding, and technical support.
Therefore, in practical applications, it is crucial to decompose reviews into representative
factors to ensure the accuracy and validity of the analysis results.

In summary, improving customer satisfaction through core factors is crucial for com-
munication operators. Through continuous improvement of core factors and innovative
services, operators can win the favor of subscribers, enhance customer loyalty and gain
an advantage in the fierce market competition to achieve sustainable and steady devel-
opment and promote the development of the communication industry [26]. There are
fewer related research studies and a lack of high-level quantitative models and reliable
evaluation systems.

In order to establish a reliable core evaluation system, as well as to achieve high-
precision prediction of satisfaction, a customer satisfaction scoring prediction based on the
combination of secondary dimensionality reduction and machine learning is established.
Firstly, based on data cleaning and systematic clustering, the preliminary dimensionality
reduction of user-satisfaction-influencing factors is carried out to establish a preliminary
user satisfaction evaluation index system. Then, based on exploratory factor analysis,
the preliminary evaluation indexes are downscaled twice, and the core evaluation index
system of user satisfaction is established. Finally, the data are re-cleaned by removing the
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unreasonable scores of the core influencing factors and then predicted using the gradient-
boosted decision tree (GBDT) algorithm.

This study can provide communication operators with core influencing factors with
less information redundancy, and operators can improve the core influencing factors and
carry out high-precision prediction after improvement to test the improvement effect.

This paper is organized as follows. Section 2 briefly describes the schematic framework
of systematic clustering, exploratory factor analysis and the GBDT algorithm. Section 3
describes the establishment of the core indicator system through the combination of sys-
tematic clustering and exploratory factor analysis. Section 4 describes the implementation
of the GBDT algorithm prediction under the established core indicator system. Section 5
summarizes the work.

2. Literature Review
2.1. Systematic Clustering

When conducting satisfaction studies, the data on satisfaction impact factors involved
are often large in size [27]. In this case, systematic clustering is able to group similar
influence factors into the same category, thereby effectively reducing the dimensionality of
the data and transforming complex, high-dimensional data into relatively low-dimensional
representations [28].

In this way, systematic clustering helps to retain key information while reducing data
redundancy, making data processing more efficient and also providing more valuable
information in the analysis and decision-making stages, thus enhancing the depth and
usefulness of the study. So in this paper, one dimensionality reduction is achieved through
systematic clustering.

The basic idea is to divide the sample into different classes and merge the two classes
that are closest to each other. After each merger, the distance between classes should
be recomputed, and this process continues to merge until all samples are grouped into
one category. Finally, these merged classes can be presented in a systematic clustering
diagram [29].

The systematic clustering method process is shown in Figure 1.
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Figure 1. Flow diagram of hierarchical clustering.

2.2. Exploratory Factor Analysis (EFA)

After systematic clustering, although it helps to reduce dimensionality, there may still
be a large number of influencing factors, making further targeted improvements difficult. In
such cases, dimensionality reduction is achieved using a secondary dimensionality reduc-
tion method, exploratory factor analysis [30]. It can help to further extract potential factors
and to better understand the potential relationships between influencing factors, thus
providing more targeted guidance for improving and optimizing products and services.
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Factor analysis is a statistical method designed to simplify complex data structures,
reduce the number of variables and preserve the intrinsic connections of the original
data [31]. Specifically, it aggregates multiple variables into a few unique shared factors
that reflect the main characteristics of the original variables and the intrinsic links between
them. Exploratory factor analysis focuses on determining the number of factors affecting
the observed variables and their correlation with the variables [30]:

Step 1: Standardize the data by using the Z-Score method, which uses the standard
deviation as a yardstick to measure how far a raw score deviates from the mean in order to
determine where it falls within the overall data.

Step 2: Carry out a KMO test and a Bartlett test.
Step 3: Calculate the eigenvalues of the sample correlation matrix and the total variance

dilution and determine the principal factor by the cumulative variance dilution.
Step 4: Calculate the factor component matrix and weights and filter the core influence

factors according to the weights.

2.3. GBDT Algorithm

After secondary dimensionality reduction, the choice of applying the gradient-boosted
decision tree (GBDT) algorithm for prediction is due to several advantages. As a powerful
machine learning algorithm [32], GBDT effectively improves the accuracy of prediction
by iteratively training multiple decision tree models. Its feature importance evaluation
capability identifies key influencing factors, and its robustness and generalization capa-
bilities ensure the stability and generalization performance of the model in real data. In
addition, GBDT is applicable to complex non-linear relationships, and its wide range
of applications in different fields enhances its usefulness. Therefore, in the context of
dealing with large-scale satisfaction data, prediction by GBDT can support analysis with
high accuracy, an in-depth understanding of key influencing factors and guidance for
decision making.

GBDT is a kind of tree-based boosting model [33] based on the idea of integrated
learning. It employs a sequential technique, where each iteration selects a weak learner.
In this process, a new decision tree is constructed in the direction of the gradient of the
residuals of the reduced residuals. The joint decision making is then executed by a group
of associated decision trees [34]. The principle is shown in Figure 2.
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The GBDT model parameters mainly include the number of iterations (number of
trees), learning rate and loss function [35]. Then, xi is defined as the sample value, K is the
total number of trees, and fk is the kth tree, where yi is the prediction result of the xi and
can be expressed as
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ŷi = ∑K
k=1 fk(xi) (1)

The prediction model follows the forward-distributed addition method, which gen-
erates a new regression tree at each iteration, and the new tree will continuously fit the
residuals of the previous tree, constantly repairing the previous experimental results, so as
to construct a learning model with a higher accuracy rate. The strategy is as follows.

ŷi(t) = ∑t

k−1
ft(xi) = ŷi(t− 1) + ft(xi) (2)

where t is the combined t-tree, ŷi(t) is the prediction of the combined t-tree model for the
sample of xi, ŷi(t− 1) is the prediction of the combined (t − 1)-tree model for the sample
of xi, and ft(xi) is the estimate of the tth tree model for the current round of losses.

In each iteration of GBDT, the negative gradient of the loss function under the current
model is used to fit the loss estimate (i.e., residual estimate) of the current round [36].
In this way, the loss function can be reduced as fast as possible in each round of train-
ing and converge to the local or global optimal solution as soon as possible [37]. And
rti is a negative gradient of the loss function for the ith sample in round t that can be
determined by

rti = −
∣∣∣∣ l(yi, ŷi)

ŷi

∣∣∣∣
f (x)= fi−1(xi)

(3)

The Cij is the best-fit value that minimizes the loss function at each leaf node, rti is
summed, and ft(X i) is the tth tree model’s estimate of the current round’s loss that can be
expressed as

ft(xi) = ∑j

j=1
cij I
(
xi ∈ Rij

)
(4)

3. Establishment of Core Indicator System
3.1. Initial Indicator System

This research takes China Mobile voice service scoring data as an example to establish
the initial index system. The data samples are shown in Table 1.

Table 1. The samples of data.

User ID

Overall
Satisfaction
with Voice

Calls

Whether
Encountered

Network
Problems

Residential
District Offices Colleges

Commercial
Streets,

Subways
Subways Rural

Areas

High-
Speed

Railways

1 10 1 −1 2 −1 −1 −1 −1 −1
2 2 1 1 2 −1 4 −1 −1 −1
3 10 1 −1 −1 −1 −1 −1 6 −1
4 6 1 1 2 −1 −1 −1 −1 −1
5 5 1 −1 2 −1 −1 5 −1 7
6 7 1 1 −1 −1 −1 5 6 −1
7 8 1 −1 −1 −1 4 −1 6 7
8 10 −1 −1 −1 −1 −1 −1 −1 −1
9 10 −1 −1 −1 −1 −1 −1 −1 −1

3.1.1. Data Cleaning

A number of indicators that could not be quantified and those with missing values
greater than 5% were eliminated, resulting in an initial screening of 42 evaluation indicators.

1. Quantitative processing of data

The qualitative data were quantified by finding relevant information on the internet
and combining it with subjective judgment, as shown below.
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1© Whether encountered network problems (yes→ 1, not→−1)
2© 4/5G User (2G→ 2, 4G→ 4, 5G→ 5)
3© Phonetic method (VONR→ 6, EPSFB→ 5(5G))

(VOLTF→ 4, CSFB→ 3(4G), GSB→ 2(2G))

4© Whether to care for the user (not→−1, yes→ 1)
5© Whether or not the user is a real – name registered user (not→−1, yes→ 1)
6© Client star rating logo (unrated→−1, semi – starred→ 0)

(one–starred→ 1, two–starred→ 2, three–starred→ 3)
(Sliver card→ 4, Gold card→ 5, Platinum card→ 6, Diamond card→ 7)

2. Empty value processing

The null values of the indicators after the initial screening were removed because they
accounted for less than 5% of the data.

3. Outlier handling

The Outbound Traffic Percentage indicator contained two “#DIV/0” outliers, which
were deleted.

3.1.2. Systematic Clustering

In this paper, the systematic clustering method was used to classify the 41 indicators
initially screened to achieve the secondary screening of the initial indicators.

In this paper, the clustering of the preliminary screening indicators was realized by
using IBM SPSS Statistics 26 software, and the indicators were classified into five categories,
namely, very important, relatively important, generally important, not too important
and unimportant.

Principle implementation: Forty-one samples were divided into five classes, each
sample was a class of its own, and then each time the two classes with the smallest distance
were merged and after the merger, the distance between classes was recalculated, and
this process continued until all the samples were grouped into one class. This process
was drawn into a cluster diagram, which can be easily classified with reference to the
cluster diagram.

In this paper, SPSS was parameterized as follows: Since the indicators were grouped
into five categories and the range of the clustering scheme was set to 5, the clustering
method used intergroup linkage, which is capable of handling large-scale datasets and
different types of data, i.e., the interclass distance is the average of the squared Euclidean
distances between two data points in two classes and is normalized using the Z-Score.
Icicle plots were obtained as shown in Figure 3.

The figure above shows the cluster analysis, with the horizontal coordinate being the
name of the indicator and the vertical coordinate being the number of divisible categories.
Each sample name corresponds to a blue long bar, and each sample long bar has the same
length. There is also a blue long bar sandwiched between every two sample long bars, the
length of which indicates the similarity of the two samples. The icicle diagram should be
analyzed from the lowest end, with the classes separated from each other by a white gap.
If there is no white gap between two indicators, it means that these two indicators are one
class. The clustering results obtained are shown in Table 2.

Among them, the first category is very important, containing 25 indicators; the second
category is relatively important, containing one indicator on whether or not network
problems have been encountered; the third category is of general importance, containing
one indicator on the number of times of disconnection from the network; the fourth category
is of less importance, containing three indicators on complaints about tariffs, whether or
not to care for the users and complaints about home broadband; and the fifth category is of
little importance, containing 11 indicators.
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Table 2. Results of clustering analysis.

Category Indicators

1

Residential district; offices; colleges and universities; commercial streets; metro; rural areas; high-speed rail; mobile
phone no signal; have a signal can not be dialed; call suddenly interrupted during the call; call in the murmur,
inaudible, intermittent; crosstalk; call during the call of one party can not hear; mos poor quality number of times;
failed to connect to the number of dropped calls; 4/5G subscribers; voice mode; whether the 4G network customers
(local) Excluding IoT); voice call-length (minutes); ARPU in the current month; MOU in the current month; MOU in
the previous 3 months; whether or not a 5G network customer; customer star identification; amount of arrears in the
current month; amount of arrears in the previous 3 months

2 Whether encountered network problems

3 Number of off-grid trips

4 Complaints about tariffs, caring for users or not, complaints about home broadband

5

ARPU in the first three months, ARPU (home broadband), whether or not you have been to a business office, extra
traffic (MB), extra traffic fee (yuan), percentage of voice from abroad, inter-provincial roaming-hours (minutes),
percentage of traffic from abroad, total GPRS-traffic (KB), GPRS-domestic roaming-traffic (KB), whether or not you
are a real-name-registered subscriber

After systematic clustering analysis, this paper carries out preliminary clustering for
the initial screening of indicators for voice service user ratings and analyzes the clustering
results obtained from Figure 3 and SPSS, retaining the indicators of the three classes of
very important, relatively important and generally important, i.e., retaining the 28 core
indicators, as shown in Table 3.
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Table 3. Initial scoring and evaluation system of voice service user.

Level 1 Indicators Level 2 Indicators Level 3 Indicators

User Issues

User scenarios

Residential district
Office

High School
Commercial Street

Subway
Rural

High Speed Rail

User Calls Network problems during
user calls

No mobile phone signal
Can’t get through with signal

Sudden interruption during the call
Noise, inaudible, intermittent calls

Crosstalk
One party cannot be heard during the call

Networks, costs and remaining issues

Number of problems

Whether encountered network problems
Off-network

Poor mos quality
Number of missed calls

Remaining issues

Voice mode
Client Star Rating

4/5G users
Whether 4G network customer (local

excluding IoT)
Whether 5G network customer
Voice Call—Duration (minutes)

Cost issues

Amount in arrears for the current month
Amount in arrears for the previous 3 months

ARPU for the current month
Current Month MOU

Previous 3 Months MOU

3.2. Core Indicator System

As the indicators identified above are still on the high side, it may lead to redundant
information and an increase in the complexity of the analysis. Therefore, this paper uses
exploratory factor analysis to recombine the original core indicators into a new set of
mutually unrelated composite indicators to replace the original core indicators. The specific
implementation is shown below:

1. Standardizing the data. In this paper, the data are standardized using the Z-Score
method, which uses the standard deviation as a ruler to measure the distance that a
particular raw score deviates from the mean, which contains a few standard deviations
and Z-Scores. Thus, the position of these data in the whole data is determined. Z is
determined as

Z =
X−

−
X

S
(5)

where X is the raw data,
−
X is the mean, and S is the standard deviation.

2. The KMO test and Bartlett’s test are performed, and the standardized data are brought
through the SPSSPRO platform to determine whether factor analysis could be per-
formed. The results of the tests are represented in Table 4.
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Table 4. Values of KMO test and Bartlett’s test.

KMO Value 0.807

Bartlett sphericity test
approximate chi-square 285933.639
df 465
P 0.0002

The results of the KMO test show that the value of KMO is 0.807. Meanwhile, the
results of Bartlett’s spherical test show that the significance p-value is 0.0002 < 0.05, which
shows significance at the level, rejecting the original hypothesis that there is a correlation
between the variables and that the factor analysis is valid to the extent of suitability.

3. Determining the number of principal factors.

Firstly, the sample covariance matrix with some elements is calculated. Then, n is
defined as sample size, zik is zero centralization of zi, zik is zero centralization of zj, and sij
is the value of the sample covariance matrix and can be expressed as

sij =
1

n− 1∑n

k=1
zikzjk (6)

The eigenvalue decomposition of the sample covariance matrix S is performed to ob-
tain p eigenvalues λ1 ≥ λ2 · · · · · · ≥ λn. The corresponding eigenvalue vector is r1, r2 · · · rn,
and the eigenvectors of the first m largest eigenvalues can be taken to estimate the factor
loading matrix. Meanwhile, to ensure the variance of each component of the common
factor vector 1, it needs to be divided by the corresponding standard deviation λi. The
corresponding eigenvector rj in the factor loading matrix is then multiplied by λi. Thus,
the factor loading matrix Â can be obtained as follows.

Â =
[√

λ1r1,
√

λ2r2, ···,
√

λmrm

]
(7)

where the parameter m is determined by the cumulative variance contribution of the
common factor.

m = argmin

(
∑m

i=1 λi

∑
p
i=1 λi

)
≥ r (8)

It is generally believed that, for the data obtained from the questionnaire survey, when
the cumulative variance contribution ratio of the first m public factors exceeds 70% [38], it
can be considered that the linear combination of the first m public factors can essentially
restore the original variable information. The eigenvalues and total variance interpretations
are obtained as shown in Table 5.

Table 5. Eigenvalues and total variance explanatory rate of factors.

Factor

Explanatory Rate of Variance before Rotation

Factor

Post-Rotation Variance Explained

Characteristic
Root

Explanation of
Variance (%)

Cumulative
Variance

Explained (%)

Characteristic
Root

Explanation of
Variance (%)

Cumulative
Variance

Explained (%)

1 6.457 20.828 30.828 1 485.446 15.66 25.66
2 3.586 11.567 42.395 2 293.767 9.476 35.136
3 2.604 8.4 50.796 3 286.541 9.243 44.379
4 1.74 5.613 56.409 4 264.02 8.517 52.896
5 1.691 5.454 61.863 5 168 5.419 58.315
6 1.185 3.823 65.686 6 162.372 5.238 63.553
7 1.113 3.591 69.277 7 157.675 5.086 68.639
8 1.08 3.484 75.761 8 127.704 4.119 74.759
9 0.976 3.147 78.908
10 0.959 3.094 80.002
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4. The elbow rule corrects the model

The elbow rule [39] is a graphical approximation of the optimal number of clusters.
The coefficients from the concentration plan in the SPSS output document are applied, and
after the coefficients need to be sorted, Excel is used to generate a gravel-like image as
shown in Figure 4.
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In Table 5, at principal component 8, the characteristic root of total variance explained
is just >1.0, and the contribution rate of variable explanation reaches 75.761%, because the
cumulative variance dilution rate of the questionnaire is relatively low, and it is already
better to reach more than 70%. Combined with Figure 4, when the fold line is suddenly be-
coming smooth from steep, the number of principal factors corresponding to the steepness
and smoothness is the number of references extracted principal components. Therefore, the
number of principal factors is taken as 8.

5. Naming factor loading coefficients

The factors are named by the factor loading coefficients, and the resulting heat map of
the factor loading coefficients is shown in Figure 5.
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Factor 1 is more relevant to whether or not they have encountered network problems and
residential district, which can be summarized as the current status of indoor voice problems;

Factor 2 has a greater correlation with underground and high-speed rail, which can be
summarized as the current status of traffic voice problems;
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Factor 3 has a greater correlation with the number of poor mos quality and the number of
dropped calls, which can be summarized as the current situation of voice stability problems;

Factor 4 has a greater correlation with colleges and universities and commercial
streets, which can be summarized as the current situation of the problem in densely
populated areas;

Factor 5 has a high correlation with the number of crosstalk in calls, which can be
summarized as the current status of the voice route independence problem;

Factor 6 has a high correlation with customer volume level identification, which can
be summarized as the current status of the voice service level problem;

Factor 7 has a high correlation with the number of times off-network, which can be
summarized as the current status of the voice signal stability problem;

Factor 8 has a high correlation with voice mode and can be summarized as the current
status of the voice mode problem.

Summarized in Table 6 below.

Table 6. New nomenclature of factors.

Factor Nomenclature Factor Nomenclature

Factor 1 State of the indoor voice problem Factor 5 Status of the voice signal stability problem
Factor 2 State of the art of voice problems in traffic Factor 6 Status of voice route independence issues
Factor 3 Speech stability issues Factor 7 Current status of voice service level issues
Factor 4 Densely populated areas Factor 8 Current status of voice mode issues

A pie chart of factor weights is plotted through the factor weights as shown in Figure 6.

Appl. Sci. 2023, 13, 9681 12 of 17 
 

Factor 3 has a greater correlation with the number of poor mos quality and the 
number of dropped calls, which can be summarized as the current situation of voice sta-
bility problems; 

Factor 4 has a greater correlation with colleges and universities and commercial 
streets, which can be summarized as the current situation of the problem in densely 
populated areas; 

Factor 5 has a high correlation with the number of crosstalk in calls, which can be 
summarized as the current status of the voice route independence problem; 

Factor 6 has a high correlation with customer volume level identification, which can 
be summarized as the current status of the voice service level problem; 

Factor 7 has a high correlation with the number of times off-network, which can be 
summarized as the current status of the voice signal stability problem; 

Factor 8 has a high correlation with voice mode and can be summarized as the cur-
rent status of the voice mode problem. 

Summarized in Table 6 below. 

Table 6. New nomenclature of factors. 

Factor Nomenclature Factor Nomenclature 
Factor 1 State of the indoor voice problem Factor 5 Status of the voice signal stability problem 
Factor 2 State of the art of voice problems in traffic Factor 6 Status of voice route independence issues 
Factor 3 Speech stability issues Factor 7 Current status of voice service level issues 
Factor 4 Densely populated areas Factor 8 Current status of voice mode issues 

A pie chart of factor weights is plotted through the factor weights as shown in Figure 6. 

 
Figure 6. Weight pie chart of factors. 

The highest weight of factor 1 is obtained, which is 24.952%, i.e., the status quo of 
indoor speech problems has the greatest influence. The absolute value of the component 
is taken to be greater than 0.1% as the core influence factor, as shown in Table 7. 

Table 7. Core influences on factor 1 components. 

Core Impact Factor Factor 1 Components (%) 
Whether encountered network problems −0.136 
Residential district 0.111 
Subway 0.102 
No mobile phone signal 0.095 

Figure 6. Weight pie chart of factors.

The highest weight of factor 1 is obtained, which is 24.952%, i.e., the status quo of
indoor speech problems has the greatest influence. The absolute value of the component is
taken to be greater than 0.1% as the core influence factor, as shown in Table 7.

Table 7. Core influences on factor 1 components.

Core Impact Factor Factor 1 Components (%)

Whether encountered network problems −0.136
Residential district 0.111
Subway 0.102
No mobile phone signal 0.095
Sudden interruption during a call 0.101
I can’t hear any noise during the call 0.105
One party cannot be heard during the call 0.106
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Among them, the core influences with an absolute value of factor 1 components greater
than 0.1% can be improved to increase user satisfaction.

4. GBDT Algorithm Predicts User Satisfaction
4.1. Data Re-Cleaning

In the core influences of factor 1 in Table 7, this study found that users who scored
high in voice services had the following characteristics: they did not experience network
problems, they did not live in a residential district or near subways, they did not experience
events such as a lack of signal on their mobile phones, sudden interruptions in the call
process, noises during the call, and one party not being heard during the call, whereas
users who scored low had the opposite characteristics.

Through the high and low scoring of customer characteristics to filter out the data
with the characteristics of the opposite scoring as unreasonable data, the unreasonable data
were eliminated to further improve the prediction accuracy.

In this study, the scoring was categorized into three intervals, where 1–3 was taken as
a low score, 4–7 as a medium score and 8–10 as a high score.

Filtering was performed through Excel, and the ratings of users with high scores
for these seven core influences were taken as unreasonable ratings. The data corre-
sponding to unreasonable users were removed from the 28 core indicators established
by the system clustering, and the remaining reasonableness data were used as data for
subsequent prediction.

4.2. GBDT Algorithm Prediction

The sampling proportion takes the value of (0, 1], and subsampling is no put-back
sampling. Choosing a proportion less than 1 reduces the variance, i.e., prevents overfit-
ting, but increases the bias of the sample fit, so the value should not be too low and is
recommended to be between [0.5, 0.8], where 0.8 was chosen as the sampling proportion in
this study.

The solution was performed through SPSSPRO with the following parameter settings
for the gradient-boosted tree model, as shown in Table 8.

Table 8. Parameter settings of gradient lifting tree model.

Parameter Name Parameter Value

Data Slicing 1
Data Shuffling not
Cross Validation not
Loss Function friedman_mse
Node splitting evaluation criteria friedman_mse
Number of base learners 600
Learning rate 0.3
Proportion of no-playback sampling 0.8
Maximum proportion of features considered for splitting None
Minimum number of samples for internal node splitting 2
Minimum number of samples in leaf nodes 1
Minimum weight of samples in leaf nodes 0
Maximum depth of the tree 10
Maximum number of leaf nodes 50
Threshold for impurity of node division 0

Incorporating the y data into the prediction gives the model evaluation shown in
Table 9.
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Table 9. Results of model prediction assessment.

MSE RMSE MAE MAPE R2

reasonable
dataset 0.014 0.118 0.082 1.253 0.997

The smaller the values of MSE, RMSE, MAE and MAPE, the higher the accuracy, and
the closer R2 is to 1, the higher the accuracy.

Prediction through SPSSPRO found that the predicted value will be less than 1 with
more than 10 cases. This paper used less than 1 for 1 and more than 10 for 10 for the
assignment process, and the predicted value was not an integer, the predicted value of the
rounding process to the whole.

The predicted value was obtained using SPSSPRO, its prediction accuracy was 99.96%
as obtained using MATLAB, and combined with the results of the above table for analysis,
it was concluded that the model prediction is reasonable, the prediction accuracy is high,
and the data fitting is excellent.

5. Conclusions and Future Work

In this study, the evaluation index system of the customer satisfaction scoring of China
Mobile was established through the combination of systematic clustering and exploratory
factor analysis; after 28 core indicators were screened out by systematic clustering to avoid
redundancy of information, 8 core factors were identified by exploratory factor analysis; on
this basis, the GBDT algorithm was applied to predict the customer satisfaction scoring.
The conclusions are as follows:

(1) In this paper, we obtain eight core influence factors through the double dimensionality
reduction combining systematic clustering and exploratory factor analysis, which is
more reasonable and can obtain the most core influence factors compared with Zi
Ye [22], who selects the core influence factors of mobile users of Wuhan communication
through correlation. Core factor 1 has the highest weight of 24.952%, i.e., the status
quo of indoor voice problems has the greatest influence. Factor 1 has seven core
influencing factors. Therefore, if mobile operators want to improve user satisfaction,
they need to improve these seven core impact factors, including whether they have
encountered network problems, residential area, underground, no signal of mobile
phone, sudden interruption during the call, inaudible intermittent and intermittent
call with noise, and one party cannot be heard during the call.

(2) General machine learning prediction algorithms have an accuracy of about
70% [23,40,41], and the prediction accuracy of this study can reach 99.96%, which is a
very high accuracy when predicting. Highly accurate satisfaction prediction can help
operators more accurately adjust their operational strategies, so as to improve their
market competitiveness. In addition, improved user satisfaction can help promote the
development of the communication industry and promote national informatization
and economic growth.

(3) Although this study is based on data from Chinese operators, it can be generalized to a
certain extent to foreign operators or other related satisfaction rating studies. However,
it should be noted that factors such as culture, social background, the level of economic
development, laws and regulations in different countries and regions will have an
impact on the user satisfaction evaluation system. Therefore, it is necessary to make
corresponding adjustments when applying the research results to other countries or
regions. If one would like to apply them for Amazon’s mobile marketplace in the UK,
the following areas can be explored further:
1© Cultural factors are crucial to user satisfaction. The UK and China have dif-

ferent cultural backgrounds that influence values, socialization and commu-
nication habits. Amazon, as a multinational company, needs to adapt to the
cultural expectations of UK users. UK users may value privacy more and have
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different attitudes toward data use and sharing. Therefore, it is important to
understand the cultural characteristics of UK users to accurately reflect their
needs and expectations when evaluating user satisfaction.

2© Economic factors are also important. The economic level, spending power and
shopping habits in the UK are different from those in China, which will affect
user demand for mobile services and satisfaction levels. Amazon’s pricing
strategy and package selection in the UK market must take into account the
purchasing power and preferences of UK users. Therefore, economic factors
need to be thoroughly analyzed in the rating system to more accurately reflect
user evaluation and satisfaction.

3© Regulatory differences also need to be taken into account. The UK and China
have different privacy and user rights regulations. Amazon’s mobile services
in the UK market must comply with local laws to ensure data processing
and user privacy. This has implications for service design, data collection
and user interface. Considering cultural, economic and regulatory factors
together will help to better understand the scope and limitations of the findings.
This in-depth research will provide guidance to multinational organizations
worldwide to ensure high user satisfaction with services and products in
diverse environments.

(4) At the same time, thousands of data collected in the real communication environ-
ment contain hundreds of millions of users, corresponding to each user’s quality of
experience influencing factors, and behavioral characteristics also present ultra-high-
dimensional characteristics. In order to effectively cope with the task of analyzing
hundreds of millions of data, distributed and parallel processing algorithms, as well
as corresponding processing software frameworks, can be adopted to reduce the time
complexity of data mining algorithms and improve the efficiency of the algorithms.
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