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Abstract: Physically based cloth simulation requires a model that represents cloth as a collection
of nodes connected by different types of constraints. In this paper, we present a coefficient predic-
tion framework using a Deep Learning (DL) technique to enhance video summarization for such
simulations. Our proposed model represents virtual cloth as interconnected nodes that are subject
to various constraints. To ensure temporal consistency, we train the video coefficient prediction
using Gated Recurrent Unit (GRU), Long-Short Term Memory (LSTM), and Transformer models.
Our lightweight video coefficient network combines Convolutional Neural Networks (CNN) and a
Transformer to capture both local and global contexts, thus enabling highly efficient prediction of
keyframe importance scores for short-length videos. We evaluated our proposed model and found
that it achieved an average accuracy of 99.01%. Specifically, the accuracy for the coefficient prediction
of GRU was 20%, while LSTM achieved an accuracy of 59%. Our methodology leverages various
cloth simulations that utilize a mass-spring model to generate datasets representing cloth movement,
thus allowing for the accurate prediction of the coefficients for virtual cloth within physically based
simulations. By taking specific material parameters as input, our model successfully outputs a
comprehensive set of geometric and physical properties for each cloth instance. This innovative
approach seamlessly integrates DL techniques with physically based simulations, and it therefore has
a high potential for use in modeling complex systems.

Keywords: cloth simulation; supervised learning; coefficient predication; transformer; deep learning

1. Introduction

Cloth simulation is an advanced technique used in computer graphics to generate
lifelike animations of fabric materials within virtual environments [1]. By representing
cloth as a grid of interconnected particles [2], which are typically connected by springs
or constraints [3], its behavior can be realistically simulated by considering its physical
properties [4] and its response to external forces. To conduct the simulation, the physical
characteristics of the cloth, such as mass, stiffness, damping, and friction, are defined [5,6].
These properties dictate how the cloth will react to various forces and movements. The
cloth is typically represented as a mesh composed of vertices and triangles, thus allowing
for intricate and detailed simulations.

External forces, including gravity, wind, and collisions with objects or the environment,
are then applied to the cloth simulation, which affects the motion and deformation of the
cloth [7]. These forces are accurately computed and then exerted upon the cloth’s particles
or vertices, thus resulting in an accurate simulation of their movement and interplay.
Cloth simulation can be used in a wide variety of applications in computer graphics and
animation, particularly in virtual fashion design software, where it can be used to simulate
different fabrics and garments, thus enabling virtual try-on experiences and visualizations
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of clothing movements on virtual avatars [8]. The utility of cloth simulation extends beyond
entertainment, as it can be used in product design, engineering, and scientific research,
such as by facilitating the evaluation of textile-based product performance, simulating
fabric behavior under varying conditions, and aiding in the development of new materials
and designs [9].

Cloth simulation [10] is used in a wide range of applications, including video games,
recommendation systems, and virtual try-on systems for clothing retailers. This allows
designers and animators to create realistic and believable cloth movements that accurately
replicate the behavior of real-world clothes [11,12]. Cloth simulations have seen significant
increases in their accuracy and complexity in recent years. DL is a subset of machine
learning that uses neural networks to analyze and learn from large datasets [13]. DL has
been increasingly used in various applications, including computer graphics and cloth
simulation. DL techniques can be used to train neural networks to predict the behavior
of cloth based on a variety of input factors, including the coefficients of the mass-spring
system [14].

In the context of cloth simulation using the mass-spring system, Zorah Lahner et al. [15]
presented an original framework consisting of two modules that work jointly to represent
both global shape deformation and surface details with high fidelity. In that framework,
global shape deformations are recovered from a subspace model that has been learned from
3D data of clothed people in motion, while high-frequency details are added to normal
maps created using a conditional Generative Adversarial Network whose architecture has
been designed to enforce realism and temporal consistency. Eunjung ju et al. [16] proposed
a two-stream fully connected neural network model and proved the suitability of the neural
network model by comparing its learning error and accuracy with those of other similar
neural networks and linear regression models. Tae Min Lee et al. [17] proposed an efficient
cloth simulation method using miniature cloth simulation and upscaling Deep Neural Net-
works (DNN). In that method, upscaling DNNs generate the target cloth simulation from
the results of physically based simulations of a miniature cloth with physical properties
that are similar to those of the target cloth.

In another approach, Hugo Bertiche et al. [18] presented a general framework for
the garment animation problem that involves unsupervised deep learning inspired by
physically based simulation. Artur Grigorev et al. [19] proposed a method that leverages
graph neural networks, multi-level message passing, and unsupervised training to enable
the real-time prediction of realistic clothing dynamics. One key contribution of that work is
a hierarchical message-passing scheme that efficiently propagates stiff stretching modes
while preserving local detail.

José E. Andrade et al. [20] proposed a predictive multiscale framework for model-
ing the behavior of granular materials. That method is particularly attractive due to its
simplicity and ability to exploit the existing finite element and computational inelasticity
technologies. In addition to improving the accuracy of cloth simulation, DL can also be
used to optimize the parameters of the simulation. For example, a neural network can be
trained to predict the optimal values of the mass, damping coefficient, and stiffness of the
springs, based on the properties of the fabric material [21] and the desired behavior of the
simulation. Overall, the combination of the computer simulation using the mass-spring
system and DL has the potential to revolutionize cloth simulation and other applications
in computer graphics by creating more realistic and accurate simulations of real-world
materials and behaviors. Therefore, the key contributions of this paper are as follows:

• The creation of a unique dataset of cloth video simulations from the MMS system,
encompassing approximately 1200 videos in each category, totaling around 3600 videos
for experimentation across five distinct classes.

• The construction of three foundational models from scratch—GRU, LSTM, and
Transformer—to classify the five cloth simulation dataset classes.
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• The use of GPU-based fine-tuning of ResNet50, the highest-performing pre-trained
model, by integrating it with custom Convolutional Neural Networks (CNN) and
Transformer layers.

The rest of this paper is organized as follows: In Section 2, we provide a review of
related work in the field of cloth simulation and video classifications using deep learning
techniques. In Section 3, we provide a detailed overview of the methodology, dataset
simulation, and MMS system overview. In Section 4, we describe the results of implemen-
tation and configuration from model experiments. Finally, in Section 5, we conclude by
highlighting the potential applications of our method in various domains and suggesting
areas for future research.

2. Related Works

Deep learning techniques are powerful tools for predicting or classifying objects.
Among these techniques, CNN is particularly adept when used with image or video
algorithms due to its exceptional learning power [22]. From traditional architectures
like LeNet [23] and AlexNet [24] to more modern ones like DenseNet [25], ResNet [26],
Inception-V [27], etc., CNNs have demonstrated excellent performance in a variety of
applications. However, the network model’s classification layer in video classification tasks
continues to use the soft-max function and cross-entropy loss for back-propagation [28],
which can cause the model to become over-fitted and thus degrade the model’s perfor-
mance. By contrast, The Transformer model is a type of neural network architecture that is
commonly used in Natural Language Processing (NLP) [29] tasks, but it can also be used in
deep learning techniques such as object classification [30], images recognition [31], speech
recognition [32], and sequence modeling [33].

In recent years, there have been several notable works combining CNN and trans-
former techniques. These methods generally fall into two categories: the direct feeding of
image data into a CNN-Transformer model to enhance operability and generality, and novel
frameworks that bridge CNN and transformers. For example, in [34], a new framework
called CoTr was introduced to combine a CNN and a Transformer for precise 3D medical
image segmentation. This framework uses a CNN to extract feature representations, while
a Deformable Transformer (DeTrans) efficiently models long-range dependencies on the
extracted feature maps.

Yuyan Meng et al. [35] proposed a transfer learning and attention mechanism in the
ResNet model to classify and identify violent images, achieving an improved network
model with an average accuracy rate of 92.20% for quick and accurate identification of
violent images, thus reducing manual identification costs and supporting decision-making
against rebel organization activities. Atiq ur Rehman et al. [36] present a comprehensive
survey paper examining the success of DL models in automated video classification. In that
paper, they discuss the challenges existing in the field, highlight benchmark-based evalua-
tions, and provide summaries of benchmark datasets and performance evaluation metrics.

Moumita Sen Sarma et al. [37] proposed a novel scratch model that combined CNN
and LSTM for the accurate classification of Traditional Bangladeshi Sport Videos (TBSV).
They created a new dataset specifically for TBSV that comprised five classes, and they
used a transfer learning approach by fine-tuning VGG19 and LSTM for classification.
Francisco Reinolds et al. [38] compared audio and video analysis for real-time violence
detection. They utilized the CRISP-DM methodology and PyTorch models and achieved
robust results. They found that video analysis significantly outperformed audio analysis,
with video models achieving an average accuracy of 89% compared to the corresponding
value of 76% for audio models.

Roberta VrsKova et al. [39] introduced an advanced method for human activity recog-
nition by combining 3DCNN with ConvLSTM layers. Their goal was to optimize the
traditional 3DCNN and propose a novel model that seamlessly integrated ConvLSTM
layers for real-time human activity recognition. The incorporation of supplementary sensor
data has the potential to further enhance their proposed model’s performance. In another
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study, Shan Yang et al. [40] revolutionized image understanding by introducing an in-
novative technique for extracting the material properties of cloth from video data. Their
approach accurately infers physical characteristics by capturing dynamic variations in cloth
appearance. By leveraging CNN and LSTM neural network architectures, they achieved
remarkable success in recovering cloth properties from video inputs.

3. Proposed Methods

This section presents a comprehensive methodology for the proposed approach while
highlighting its key components. Our model, as shown in Figure 1, utilizing the ResNet50
model as its foundation, requires input as a 3D tensor with a size of 224 × 224 × 3 for
color images to be introduced to the model for training and classification, and has been
pre-trained on ImageNet to leverage its weights. We use the GRU, LSTM, and Transformer
models to evaluate this model. Building upon ResNet50 CNN as a solid base with pre-
trained weights, we incorporate transfer learning techniques by incorporating three fully
connected layers. We then train our model on the labeled cloth videos dataset to achieve
optimal performance.
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Figure 1. A CNN-Transformer model is proposed for training and evaluation, as depicted in the
block diagram. It involves splitting an image into fixed-size patches, linearly embedding each
patch, adding position embeddings, and then feeding the resulting sequence of vectors to a standard
transformer encoder. To enable classification, the standard approach of including an additional
learnable “classification token” in the sequence is used.
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The process flow of our video classification model, as presented in Figure 2, starts
with importing the necessary libraries and initializing hyperparameters. We use Python’s
TensorFlow and Keras libraries in building and training the model. Hyperparameters
(e.g., batch size, learning rate, and the number of epochs) are set at this stage to control the
training process. Next, we proceed with loading and preprocessing the video frames for
feature extraction. The video frames are normalized to ensure consistent intensity levels
across different videos. Moreover, to focus on the most relevant information, we crop the
center of each video frame using the “Cropping_frame()” function.
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Next, we introduce the feature extraction step, where a pre-trained ResNet50 model
is utilized. This ResNet50 model acts as a feature extractor, transforming each video
frame into a compact representation that captures essential visual information. The “Fea-
ture_extractor” function is responsible for extracting features, and the resulting model is
saved as a NumPy file for later use. With the feature extraction process completed, we
move on to defining the main model, which incorporates the Transformer architecture. Our
Transformer-based model consists of two custom layers: “PositionalEmbedding()” and
“TransformerEncoder()”.

The “PositionalEmbedding()” layer plays an important role in adding positional
information to the input sequence, which is essential for the Transformer model to under-
stand the temporal ordering of video frames. By including positional embeddings, our
model gains temporal awareness, which allows it to achieve better video classification
performance. The core of the Transformer model is in the “TransformerEncoder()” layer,
which performs self-attention and feedforward transformations. Self-attention allows the
model to attend to different parts of the input sequence when making predictions, thereby
allowing it to focus on the most relevant frames at different time steps. The feedforward
transformation helps capture complex relationships and patterns between video frames.

The “TransformerEncoder()” layer is highly customizable and includes several hyper-
parameters: (1) MAX_SEQ_LENGTH: controls the maximum number of frames that the
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Transformer can process in a single video sequence. Sequences longer than this length will
be truncated or padded to fit this limit. (2) embed_dim: determines the dimension of the
embedded feature representations output by the self-attention mechanism. (3) dense_dim:
controls the number of units in the intermediate dense layer, providing flexibility in the
model’s capacity. (4) num_heads: indicates the number of attention heads used in the
multi-head attention mechanism. The use of a higher number of attention heads can capture
more fine-grained relationships within the video frames.

Further, the “classes” parameter represents the number of unique classes or cate-
gories that are present in the video classification dataset, which is crucial for determining
the output layer’s dimensionality and correctly predicting the video’s class. The “atten-
tion” layer within the “TransformerEncoder()” implements the self-attention mechanism
with multiple attention heads and enables the model to focus on different parts of the
video sequence during training, thus contributing to better learning and representation of
complex patterns.

For convenient serialization and later recreation of the “TransformerEncoder()” layer,
we implement the “Config_Update()” method, which returns a dictionary containing the
layer’s configuration. This allows us to save and load the model architecture along with
custom properties such as embed_dim, dense_dim, num_heads, etc. Once the model
architecture is established, we compile the model using the “Model_Compiled()” function.
The sparse categorical cross-entropy loss function is chosen for video classification tasks, as
it can efficiently handle datasets with multiple classes while avoiding the need for one-hot
encoding. The Adam optimizer is used to optimize the model parameters during training.
After compiling the model, the practical training process is initiated. The model is trained
on labeled video data, and the training progress and performance metrics are logged for
analysis. During training, we typically monitor several metrics, including accuracy, loss,
and validation.

Following training, we evaluate the model on a separate test dataset to assess its
generalization performance. This evaluation provides insight into how well the model
performs on unseen data and also helps us identify potential overfitting problems. As a
final step, we save the trained model along with its weights and architecture, which allows
us to reuse the trained model to make predictions on new videos without having to retrain
it from scratch.

Our proposed video classification workflow utilizing the Transformer model archi-
tecture has the following five advantages over traditional approaches: (1) Long-range
Dependency Modeling: The Transformer’s self-attention mechanism enables the model to
capture long-range dependencies in video frames. (2) Parallel Processing: Transformers
can process video frames in parallel, which significantly speeds up the computation, par-
ticularly for longer video sequences with the capability to efficiently analyze and classify
videos in real-time or near real-time scenarios. (3) Positional Embeddings: The inclusion of
positional embeddings enables the model to understand the temporal ordering of video
frames to better recognize actions and events in videos where the sequence of frames mat-
ters. (4) Transfer Learning: By utilizing a pre-trained ResNet50 model as a feature extractor,
we benefit from transfer learning by leveraging pre-learned visual representations, which
can be advantageous when working with a relatively small video classification dataset.
(5) Scalability: Our Transformer architecture has demonstrated scalability that is superior
to that of traditional RNNs, thus making it more suitable for processing longer videos with
complex temporal dynamics.

3.1. Data Set

The mass-spring system (MSS) is a widely used technique in computer graphics that
allows for the realistic simulation of cloth and other deformable objects. We collected video
of the mass-spring-damper model-based cloth simulation using the GPU-based method in
the Unity3D engine. The cloth object is represented by a set of N nodes and M springs.
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Therefore, our cloth simulations are made of 32 × 32 nodes with different coefficients
to make a difference in each category. Table 1 lists the parameters we used in generating
the dataset. Note that velocity damping is used to reduce the elasticity behavior of the
cloth. Since the mass-spring-damper model requires a small time step to perform a stable
simulation, the animation can be slow. As a result, we increase the animation speed in each
simulation loop.

Table 1. Parameters used to generate cloth dataset.

Mass Velocity Damping Animation Speedup ∆t ks kd

0.01
0.02
0.05
0.1

0.01
0.02
0.04
0.05

10
20
40
50

0.0001
0.0002
0.0004
0.0005

300
800

1200
1600
2000

10

In addition to the spring constant, the damping coefficient (kd) is another significant
factor in the simulation. The damping coefficient controls the rate at which the energy
within the spring dissipates. It influences the speed at which the cloth responds to forces
and how quickly it settles after disturbances. If the kd value is excessively high, the cloth
exhibits movement that is overly rapid, which makes it appear unstable. The cloth may
behave as if it is constantly vibrating or flapping without reaching a state of rest. On the
other hand, if the kd value is set too low, the cloth may oscillate excessively without coming
to rest. This means that, even after a disturbance, the cloth takes a very long time to settle
down, thus affecting the overall realism of the simulation.

Finding appropriate values for the spring constant (ks) and the damping coefficient (kd)
is crucial in achieving a realistic cloth simulation. In this video dataset simulation, as shown
in Figure 3. We set kd to a fixed value of 10 and ks ranges from 300 to 2000. Specifically,
we assigned the value of 300 to represent very lightweight cloth, 800 for lightweight cloth,
1200 for normal cloth, 1600 for solid cloth, and 2000 for very solid cloth.

3.2. Data Augmentation

This study investigates the classification of cloths generated from computer simula-
tions while focusing on cloth with collision, cloth falling dropdown, and cloth affected by
airflow, as shown in Figure 4. The depth images of these cloths were utilized as input for a
DL model to accurately predict their cloth class. Data augmentation is a very important
aspect of improving the performance of the model and helping generalize the input data,
which reflects better accuracy.

We used the Keras ImageDataGenerator to augment our training data while applying a
range of transformations to enhance the image data. These transformations include scaling,
rotation, shearing, adjusting brightness, zooming, channel shifting, width and height
shifting, and horizontal and vertical shifting. In our approach, we employed geometric
transformations such as rescaling, rotation, width shifting, and height shifting to augment
our original dataset for experimentation. In our experimental setup, for each input batch,
we randomly applied frame rotation angles of videos ranging from 10 degrees to 50 degrees,
along with 20% width and height shifts.

During the data augmentation process, the cloth classes were classified into five
distinct groups: very solid cloth, solid cloth, normal cloth, lightweight cloth, and very
lightweight cloth. The testing dataset included approximately 400 videos for each category,
while the training dataset comprised 875 videos per category. Each video had a duration of
30 s and consisted of 960 frames. In this study, we analyzed a dataset totaling approximately
1275 to 1455 videos per class, and the descriptions of the videos are demonstrated in Table 2.



Appl. Sci. 2023, 13, 9505 8 of 21
Appl. Sci. 2023, 13, x FOR PEER REVIEW 8 of 22 
 

 
Figure 3. Demonstrates the skillful manipulation of fabric through the precise repositions of vertical 
elements to achieve the target positions in demanding tasks. 

3.2. Data Augmentation 
This study investigates the classification of cloths generated from computer simula-

tions while focusing on cloth with collision, cloth falling dropdown, and cloth affected by 
airflow, as shown in Figure 4. The depth images of these cloths were utilized as input for 
a DL model to accurately predict their cloth class. Data augmentation is a very important 

Figure 3. Demonstrates the skillful manipulation of fabric through the precise repositions of vertical
elements to achieve the target positions in demanding tasks.



Appl. Sci. 2023, 13, 9505 9 of 21

Appl. Sci. 2023, 13, x FOR PEER REVIEW 9 of 22 
 

aspect of improving the performance of the model and helping generalize the input data, 
which reflects better accuracy. 

We used the Keras ImageDataGenerator to augment our training data while applying 
a range of transformations to enhance the image data. These transformations include scal-
ing, rotation, shearing, adjusting brightness, zooming, channel shifting, width and height 
shifting, and horizontal and vertical shifting. In our approach, we employed geometric 
transformations such as rescaling, rotation, width shifting, and height shifting to augment 
our original dataset for experimentation. In our experimental setup, for each input batch, 
we randomly applied frame rotation angles of videos ranging from 10 degrees to 50 de-
grees, along with 20% width and height shifts. 

During the data augmentation process, the cloth classes were classified into five dis-
tinct groups: very solid cloth, solid cloth, normal cloth, lightweight cloth, and very light-
weight cloth. The testing dataset included approximately 400 videos for each category, 
while the training dataset comprised 875 videos per category. Each video had a duration 
of 30 s and consisted of 960 frames. In this study, we analyzed a dataset totaling approxi-
mately 1275 to 1455 videos per class, and the descriptions of the videos are demonstrated 
in Table 2. 

Table 2. Dataset used for the video classification experiment. 

Dataset 
Length 

(S) 
Width and 

Height Class Total Video 

Cloth with collision 30 224 × 224 5 1275 
Cloth falling dropdown 30 224 × 224 5 1275 
Cloth affected by airflow 30 224 × 224 5 1455 

 
Figure 4. Animated videos depicting various movements captured from the video dataset. These move-
ments include: (a) cloth with collision; (b) cloth falling dropdown; and (c) cloth affected by airflow. 

  

Figure 4. Animated videos depicting various movements captured from the video dataset. These
movements include: (a) cloth with collision; (b) cloth falling dropdown; and (c) cloth affected
by airflow.

Table 2. Dataset used for the video classification experiment.

Dataset Length
(S) Width and Height Class Total Video

Cloth with collision 30 224 × 224 5 1275
Cloth falling dropdown 30 224 × 224 5 1275
Cloth affected by airflow 30 224 × 224 5 1455

3.3. Overview of Model

Here, we present an overview of the methods used in this paper and the obtained
results. We introduce a novel method with which to compare the existing model with the
results obtained from previous experiments, where the GRU model is a type of Recurrent
Neural Network (RNN) architecture that is utilized for image and video classification
tasks. Having been originally developed as an extension of the standard RNN model,
the GRU introduces gating mechanisms to effectively capture and propagate information
over sequential data. In the context of image and video classification, the GRU model
can be applied sequentially to process the frames or patches of an image or video. This
makes the process faster and less memory-consuming, and this model is shown in Figure 5
and described in the equation are given below, where zt, rt is the reset and update gate,
respectively. Meanwhile, ht is the hidden state.

zt = σ(whz ht + wxz xt + bt) (1)

rt = σ(Whr ht−1 + Wxr xt + br) (2)
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ĥt = Φ(Wh(rr ⊕ ht−1) + Wxz xt + b) (3)

ht = (1 − zt)⊕ ht−1 + z ⊕ ĥt (4)
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The GRU does not have direct control over memory content exposure whereas LSTM
does have such direct control by having an output gate, as show in Figure 6. These two
models differ in how they update the memory nodes. LSTM updates its hidden state
by summation overflow after the input gate and forget gate. However, GRU assumes a
correlation between how much to keep from the current state and how much to obtain
from the previous state, and it models this with the zt gate.
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Figure 6. The architecture utilizes a recurrent full convolutional network with a GRU layer. The
image is sequentially fed frame by frame into the network, which consists of a Conv-GRU layer
that is applied to the feature maps generated by the preceding network at each frame. * signifies
pointwise multiplication. The resulting output is then passed through an additional convolutional
layer to generate heat maps. Finally, a deconvolution layer is used to up-sample the heat map to the
desired spatial size.

As mentioned above, LSTM uses a gated structure, where each gate controls the flow
of a particular signal. Each LSTM node has three gates: input, output, and forget gates,
each with learnable weights. These gates can learn the optimal way to remember useful
information from previous states and thus decide upon the current state. Equations (5)–(7)
shows the procedure of computing different gates and hidden states, where it, ft, and ot
are the input, forget, and output gates, respectively, Equation (9) while ct denotes the cell’s
internal state and Equation (10) ht is the hidden state.

it = σ
(
Wxz xt + Whi

ht−1 + bi
)

(5)
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ft = σ
(

Wx f xt + Wh f
ht−1 + b f

)
(6)

ot = σ(Wxoxt + Whoht−1 + bo) (7)

gt = σ(Wxcxt + Whcht−1 + bc) (8)

ct = ft
⊙

ct−1 + it
⊙

gt (9)

ht = ot
⊙

∅(ct) (10)

For video classification, the LSTM model follows a sequential processing approach,
similar to image classification. This model retains memory cells and hidden states to capture
temporal dependencies among frames, which allows it to effectively capture the dynamics
and temporal patterns within the video. Therefore, it achieves accurate classification by
adeptly learning and representing intricate patterns. In both image and video analysis
scenarios, LSTM models consistently deliver precise classification outcomes, as illustrated
in Figure 7.
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A Transformer model for video classification, as shown in Figure 8, is a hybrid neural
network architecture that combines the strengths of CNN and Transformer for the pur-
pose of recognizing and classifying videos. CNNs are particularly effective at processing
spatial features in image-based tasks, while Transformers excel at modeling temporal
dependencies and capturing long-term context. By combining these two architectures, a
CNN-Transformer model can leverage the advantages of both and achieve superior per-
formance in video classification tasks. In such a model, the CNN component is typically
responsible for extracting visual features from each frame of the video, and these are fed
into the transformer component. The Transformer then models the temporal relationships
between the frame and generates a final prediction for the class label of the video. The
Transformer model consists of several layers, and each layer consists of two sub-layers: the
self-attention mechanism and the feed-forward neural network.
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of the encoding (which is equivalent to the dimension of the input embeddings X). This architecture
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recurrence or convolutional operations.

During the forward propagation phase, the input data is passed through the self-
attention sub-layer, which computes the attention weights between each input element and
all other elements in the same layer. This ensures that the model focuses on the important
parts of the input while ignoring irrelevant parts. The output of the self-attention, sub-layer
is then passed through the feed-forward neural network, which applies non-linear trans-
formations to the data and produces a new representation. During the backpropagation
phase, the error signal is propagated backwards through the layers of the network, starting
from the output layer, and moving towards the input layer. The error signal is used to
update the parameters of the network to allow the model to learn to better classify the
objects. For object classification tasks, the Transformer model can be trained using a labeled
dataset, where each input is an image, and the corresponding output is the class label of
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the object in the image. The model can be fine-tuned by optimizing a classification loss
function using Stochastic Gradient Descent (SGD), Adam, or other optimization algorithms.
The Transformer model is a powerful neural network architecture that can be used for a
wide range of tasks, including object classification, and its success is largely attributable to
its ability to effectively capture long-range dependencies and learn representations of the
input data.

Pi,2j = sin
(

i/10002j/dx
)

(11)

Pi,2j+1 = sin
(

i/10002j/dx
)

(12)

X =
[

X1X2 . . . Xt]
T +

[
Pij
]

(13)

Y =
[
y1y2 . . . ym]

T +
[
Pij
]

(14)

For r = 1, 2, . . . N

X := LayerNorm
(
X + MulitHead

(
XWQ, XWK, XWV

))
(15)

X := LayerNorm
(

X + max
{

0, XW(r)
1 + b(r)1

}
W(r)

2 + b(r)2

)
(16)

For r = 1, 2, . . . N

Y := LayerNorm
(
Y + MaskedMulitHead

(
YWQ, YWK, YWv

))
(17)

Y := LayerNorm
(
Y + MulitHead

(
YWQ, XWK, YWv

))
(18)

Y := LayerNorm
(

Y + max
{

O, YW(r)
3 + b(r)3

}
W(r)

4 + b(r)4

)
(19)

proba = softmax(YWO) (20)

The process flow for Transformer working on video classification is as follows:

1. Data Preparation: The first step is to gather and preprocess the video data. This
may involve extracting frames from the video, resizing them to a consistent size, and
converting them to a format that can be processed by the neural network.

2. CNN: The next step is to apply a CNN to each frame in the video to extract visual
features. The CNN may consist of several convolutional layers, followed by pooling
and activation functions. The output of the CNN is a feature map that represents the
most salient visual features of each frame.

3. Temporal Encoding: The output of the CNN is then fed into the Transformer compo-
nent of the models, which models the temporal dependencies between the frames
in the video. The Transformer uses self-attention mechanisms to capture long-
range dependencies and generate a sequence of encoded features that represents
the entire video.

4. Classification: Lastly, the encoded features are passed through a fully connected layer
to generate a probability distribution over the possible class labels for the video. The
class label with the highest probability is selected as the predicted class label for
the video.

5. Training: The entire model is trained in an end-to-end manner using a suitable loss
function such as cross-entropy or spare categorical cross-entropy. The parameters of
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the model are updated using backpropagation to minimize the loss on a training set
of labeled videos.

6. Evaluation: The trained model is evaluated on a separate test set of videos to measure
its performance in terms of accuracy, precision, recall, and f1 score. The result is used to
fine-tune the model and optimize its hyperparameters to achieve better performance.

3.4. Implementation Details

In the proposed model, we introduce an additional fully connected layer for fine-
tuning, as show in Pseudocode 1. We leverage the ResNet50 CNN as the foundation model,
so it benefits from pre-trained weights and seamlessly appending extra layers without
compromising the original weights. To handle these videos, which are sequential in nature,
we incorporate positional encoding in the transformer model. This involves embedding
the positions of frames using an Embedding layer and adding them to the precomputed
CNN feature maps.

In the compiled model, the input shape is defined based on the ‘sequence_length’
obtained from ‘MAX_SEQ_LENGTH’. This value is crucial for padding or truncating the
video frames to a fixed length, as it ensures consistent input dimensions for the model.
Moreover, the ‘embed_dim’ is set to 2048, which corresponds to the default output dimen-
sion of the last pooling layer in ResNet50, which serves as the initial representation for the
transformer model.

To incorporate positional information and capture sequential dependencies, the input
sequence undergoes a ‘PositionalEmbedding’ layer. This positional embedding is vital
for the model to understand the relative order of tokens in the sequence, thus facilitating
long-range relationships. Subsequently, a ‘TransformerEncoder’ layer is used to apply
the Transformer architecture to the encoded sequence. The TransformerEncoder utilizes
self-attention and feedforward neural networks to capture complex relationships within
the sequence, therefore allowing the model to recognize relevant patterns and features.
To obtain a fixed-length representation of the sequence, a ‘GlobalMaxPooling1D’ layer is
applied, which captures the most salient features across the entire sequence. To prevent
overfitting during training, dropout regularization is introduced after the pooling layer.

After the pooling and dropout layers, a fully connected dense layer with 32 units
and a ReLU activation function is added with the aims of introducing non-linearity to the
model and extracting higher-level features. To further mitigate overfitting, an additional
dropout regularization is applied before the final output layer. The output layer employs
a softmax activation function to generate class probabilities, which allows the model to
predict the class label for the input sequence. The model is then compiled using the Adam
optimizer, with a learning rate of 0.0001, to facilitate efficient gradient-based optimization.
The sparse categorical cross-entropy loss function is chosen for training, as this is suitable
for multi-class classification tasks with integer labels. Here, accuracy is used as a metric to
monitor the model’s performance during training and validation. To optimize performance
and ensure generalization, the model is trained for 250 epochs. A batch size of 32 and a
validation split of 0.16 are used during training.

The model consists of custom layers, like the Positional Embedding and Transformer
Encoder, as well as standard layers, such as Global Max Pooling1D, Dropout, and Densen
layers, as show in Table 3. The Positional Embedding layer introduces positional infor-
mation to the input sequence, which allows the transformer model to capture the order
of frames in the video. The Transformer Encoder is the core component that learns to
extract relevant features from the video frames. The Global Max Pooling1D layer is used to
reduce the temporal dimension, while the Dropout layers help prevent overfitting. Finally,
the Dense layers are used for classification, and the model is compiled with the Adam
optimizer and spares categorical cross-entropy loss.



Appl. Sci. 2023, 13, 9505 15 of 21

Pseudocode 1. The architecture of the Transformer model.

Transformer model architecture

1 def get_compiled_model():

2 sequence_langth = MAX_SEQ_LENGTH
3 embed_dim = NUM_FEATURES
4 dense_dim = 512
5 num_heads = 2
6 classes = len(label.get_vocabulary())
7 inputs = Input (shape = (sequence_length, embed_dim))

8
x = PositionalEmbedding (sequence_length, embed_dim, name
=“frame_position_embedding”) (inputs)

9
x = TransformerEncoder(embed_dim, dense_dim, num_heads,
name=“transformer_layer”) (x)

10 x = layers.GlobalMaxPooling1D() (x)
11 x = Dropout(0.5) (x)
12 x = Dense(32, activation = ‘relu’) (x)
13 x = Dropout(0.5) (x)
14 outputs = Dense(classes, activation = ‘softmax’) (x)
15 opt = optimizers.Adam(learning_rate = 0.0001)
16 model = Model(inputs = inputs, outputs = outputs)

17
model.compile(loss = “sparse_categorical_crossentropy”,
optimizer = opt,
metrics = [“accuracy”])

18 return model
19 def run_experiment():
20 model = get_compiled_model()
21 history = model.fit(

train_data,
train_labels,
validation_data = (test_data, test_labels),
validation_split = 0.16,
batch_size = 32,
epochs = 250)

22 _, test_accuracy = model.evaluate(test_data, test_labels)
23 print(f”Test accuracy: {round(test_accuracy * 100, 2)}%”)
24 return model

Table 3. Transfer learning—Layer configuration.

Layer (Type) Output Shape Param #

input_3 (InputLayer) [(None, 960, 2048)] 0
Frame_position_embedding (PositionalEmbedding) (None, 960, 2048) 1,966,080

Transformer_layer (TransformerEncoder) (None, 960, 2048) 35,676,672
Global_max_pooling1d (GlobalMaxPooling1D) (None, 2048) 0

Drop_4 (Dropout) (None, 2048) 0
Dense_2 (Dense) (None, 32) 65,568

Dropout_5 (Dropout) (None, 32) 0
Dense_3 (Dense) (None, 5) 165

Total params: 37,708,485
Trainable params: 37,708,485

Non-trainable params: 0

Transfer learning has shown promising improvements in training time, saving time
for execution and contextual classification. Transfer learning generally reduces training
time. In the proposed scenario, all layers of the ResNet50 pre-trained network remained
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unchanged, and the complete model was employed. We loaded the pre-trained weights
and also appended new fully connected layers.

The video source is an MPEG-4 digital recording of the full-length match, encompass-
ing all the features represented by the computer simulation on cloth. A video is composed
of frames, which are images of the same size as the video display. To process the video,
frames are extracted individually, i.e., one at a time. We extracted frames at a rate of
32 frames per second, thus resulting in a total of 960 frames for a 30-s video. These frames
were obtained in high resolution. Before inputting them into the classification system,
we resized the frames to match the model’s input shape of 224 × 224 × 3. The frames
were pre-conditioned and set in RGB color space before being fed into the input layer of
the classifier model. During the frame extraction process, it took approximately seven to
eight days to complete each category. The extracted frames were saved as NumPy files for
computation during model training.

4. Experiments
4.1. Experimental Setup

We conducted our experiment on a computer equipped with an AMD Ryzen 9 5900x
CPU operating at a Core Speed of 3599.16 MHz, and an NVIDIA GeForce RTX 4090 GPU
with 24 GB of operating memory. The code was implemented in Python using TensorFlow
with the Keras application and the CUDA library for accelerated training. The training
process used the Adam optimizer with a learning rate of 0.0001 and a batch size of 32.
We utilized the sparse categorical cross-entropy loss model as the performance metric
and conducted the training solely on the GPU. Please refer to Table 4 for comprehensive
information on devices, software, and parameters, as well as simulation parameters.

Table 4. Software and Simulation Parameters.

Software/Parameters Value

Windows 10 64-bit
Programming Language Python, Keras, TensorFlow

CPU AMD Ryzen 9 5900x
GPU NVIDIA GeForce RTX 4090
RAM 128 GB

Batch size 32
Validation split 0.16

Optimizer Adam
Learning rate 0.0001
Loss function sparse categorical cross-entropy

Epochs 250
Dataset 1275 videos

4.2. Results

The results section showcases the experimental evaluations of the performance of
our proposed methodology. In the subsequent part, we will provide a comprehensive
analysis and discussion of these results. Our evaluation process involved assessing the
precision, recall, accuracy, and F1-score for all categories within the video dataset. The
effectiveness of video classification relies on the learning capabilities of the network and
the specific models and cloth dataset utilized. To compare classification performance, we
conducted experiments using three models: GRU, LSTM, and Transformer, on various
video datasets. All models were trained for 250 epochs with a training sample of 400 videos.
The transformer model was found to outperform the other mentioned models, as it achieved
the highest accuracy. Specifically, the transformer achieved an impressively high accuracy
of over 99.01% with 1275 video datasets, as show in Table 5. For training, our models were
pre-trained on ResNet50. Unless otherwise specified, we utilized 32-image input clips to
fine-tune our models. These clips were generated by randomly selecting 64 consecutive
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frames from the original full-length video and excluding frames with a spatial size of
224 × 224 pixels.

Table 5. Comparison of classification performance for three different types of cloths using transfer
model: cloth with collision, cloth falling down, and cloth affected by airflow.

Dataset Type Accuracy Precision Recall F1-Score

Cloth with collision 0.99 0.99 0.99 0.99
Cloth falling dropdown 0.97 0.97 0.97 0.97
Cloth affected by airflow 0.97 0.98 0.98 0.98

Regarding the training and evaluation of our proposed method, the image dataset was
fed to the training classifier in batches of 32 images, and we parameterized the generator to
apply a set of transformations such as flipping, rotating, and shifting in both dimensions to
the input images. We partitioned the dataset into 70% for training and 30% for testing, with
an additional 16% set aside as a validation dataset within the training data. The training
process achieved a robust accuracy of 99.01% after 250 epochs, as shown in Figure 9.
Figures 10–12 show the training history of the model.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 17 of 22 
 

4.2. Results 
The results section showcases the experimental evaluations of the performance of our 

proposed methodology. In the subsequent part, we will provide a comprehensive analysis 
and discussion of these results. Our evaluation process involved assessing the precision, 
recall, accuracy, and F1-score for all categories within the video dataset. The effectiveness 
of video classification relies on the learning capabilities of the network and the specific 
models and cloth dataset utilized. To compare classification performance, we conducted 
experiments using three models: GRU, LSTM, and Transformer, on various video da-
tasets. All models were trained for 250 epochs with a training sample of 400 videos. The 
transformer model was found to outperform the other mentioned models, as it achieved 
the highest accuracy. Specifically, the transformer achieved an impressively high accuracy 
of over 99.01% with 1275 video datasets, as show in Table 5. For training, our models were pre-
trained on ResNet50. Unless otherwise specified, we utilized 32-image input clips to fine-tune 
our models. These clips were generated by randomly selecting 64 consecutive frames from the 
original full-length video and excluding frames with a spatial size of 224 × 224 pixels. 

Regarding the training and evaluation of our proposed method, the image dataset 
was fed to the training classifier in batches of 32 images, and we parameterized the gen-
erator to apply a set of transformations such as flipping, rotating, and shifting in both 
dimensions to the input images. We partitioned the dataset into 70% for training and 30% 
for testing, with an additional 16% set aside as a validation dataset within the training 
data. The training process achieved a robust accuracy of 99.01% after 250 epochs, as shown 
in Figure 9. Figures 10–12 show the training history of the model. 

 
Figure 9. Confusion Matrix from our experiment dataset on cloth with collision. Figure 9. Confusion Matrix from our experiment dataset on cloth with collision.

Table 6 presents the results of the classification performance of accuracy, precision,
recall, and f1-score of the three methods. The results show that the transformer model
achieved 99.01% accuracy, which was better than any of the other methods, and the
precision, recall, and f1-score were higher than those of the LSTM and GRU models.
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Table 6. Classification Accuracy, Precision, Recall, and F1-Score comparison with Transformer, LSTM,
and GRU models.

Method Accuracy Precision Recall F1-Score

Transformer 0.99 0.99 0.99 0.99
LSTM 0.59 0.59 0.59 0.59
GRU 0.20 0.20 0.20 0.20
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4.3. Discussion

In the previous studies in this area, researchers have presented various methods based
on traditional machine learning techniques to accurately identify multiple garments in
real-time, thus enhancing online virtual clothing style selection and benefiting the broader
clothing industry.

Medina et al. [41] introduced a method employing CNN and VGG16 for cloth clas-
sification based on feature extraction, which achieved an accuracy of 90%. On the other
hand, Chang et al. [42] utilized R-CNN with YOLOv5s for feature extraction and fabric
classification, thus attaining the highest accuracy of 97%. However, both approaches en-
countered limitations due to the small size of their datasets, leading to a restricted number
of images. Further, some types of cloth fell outside the camera’s capture area, resulting in an
inability to accurately identify certain cloth objects. As presented in Table 7, the proposed
approach combining ResNet50 for feature extraction with the Transformer model exhibited
performance that was superior to that of any of the other methods. In our assessment,
the deep learning model achieved enhanced accuracy in recognizing and classifying cloth
simulations while significantly reducing the time for confusion compared to alternative
models. This efficiency is attributed to the Transformer model’s parallel execution, which
conserves device resources during execution.

Table 7. Model comparison-table with state-of-the-art models.

Authors
Methods

Accuracy
Feature Extraction Classification on

Medina et al. [41] CNN + VGG16 Cloth 0.90
Chang et al. [42] R-CNN + YOLOv5s Fabric 0.97

The proposed method Transformer + ResNet50 Cloth 0.99

The higher recognition and classification accuracy of the proposed model can be
attributed to three main features: (i) Robustness to variations in physical properties, encom-
passing cloth color, the brightness of the cloth object in the video, random rotation angles
of the video on the screen, and image resolution in the videos. (ii) Effective utilization of
transfer learning techniques, enabling the model to be trained efficiently with a substantial
amount of datasets. (iii) Efficient execution during the training process, thus obtaining
significant time savings and a cost-effective solution. This is achieved through a fully
automated end-to-end architecture for feature extraction and classification.

5. Conclusions

In this paper, we proposed a model for classifying clothes video scenes, specifically
while focusing on clothes video summarization using DL techniques. Our proposed
transformer model stands out in terms of performance, as it achieves excellent accuracy of
99.01%. This accuracy surpasses both state-of-the-art and recent research endeavors. Our
evaluation encompasses a dataset of 1275 videos that have been meticulously categorized
into five classes: solid cloth, very solid cloth, normal cloth, lightweight cloth, and very
lightweight cloth.

In evaluating our proposed model, we also conducted a comparison with recently
proposed models, specifically deep learning models such as CNN + VGG16 and R-CNN +
YOLOv5s. This comparison provides a comprehensive performance evaluation, and the
results demonstrate a remarkable improvement in terms of accuracy. Our focus lies in refin-
ing temporal frames analysis and minimizing preprocessing time, which has historically
required seven to eight days to complete.

Our research trajectory also involves exploring novel models such as Recurrent Neural
Networks (RNNs), Reinforcement Learning, Convolutional Neural Networks (CNNs), and
pre-trained models including Inception V3, VGG16, VGG19, ResNet19, and EfficientNet.
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To enhance our approach, we also plan to analyze diverse datasets. This effort will not only
validate our findings but also broaden the scope of our research.
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