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Abstract: Issue reports are valuable resources for the continuous maintenance and improvement
of software. Managing issue reports requires a significant effort from developers. To address
this problem, many researchers have proposed automated techniques for classifying issue reports.
However, those techniques fall short of yielding reasonable classification accuracy. We notice that
those techniques rely on text-based unimodal models. In this paper, we propose a novel multimodal
model-based classification technique to use heterogeneous information in issue reports for issue
classification. The proposed technique combines information from text, images, and code of issue
reports. To evaluate the proposed technique, we conduct experiments with four different projects.
The experiments compare the performance of the proposed technique with text-based unimodal
models. Our experimental results show that the proposed technique achieves a 5.07% to 14.12%
higher F1-score than the text-based unimodal models. Our findings demonstrate that utilizing
heterogeneous data of issue reports helps improve the performance of issue classification.

Keywords: issue classification; issue reports; multimodal; deep learning; bug; feature; code; image

1. Introduction

For software maintenance, software developers utilize issue-tracking systems to
quickly incorporate user requirements into their software products. While using the
software products, users report bugs, feature suggestions, and other comments by creating
issue reports. Developers can refer to the issue reports to make changes to the software
products. However, the number of issue reports rapidly increases. In the case of active
open-source software projects, hundreds of issue reports are accumulated daily. Manually
managing such issue reports requires a significant amount of effort from developers.

Researchers have conducted studies on automatically classifying issue reports to sys-
tematically manage issue reports [1–10]. Some of them [1–3,6,7,9] focused on classifying
issue reports into a few categories, such as bug or non-bug. For example, Kallis et al. [7] em-
ployed FastText to classify issue reports into three categories: Bug, Enhancement, and Ques-
tion. Other studies attempt to classify issue reports into more categories [5,8,10]. However,
all of those studies solely utilized a single modality, thereby missing out on the potential
benefits of incorporating heterogeneous information from issue reports. As a result, those
models struggled to attain a comprehensive understanding of the issue report due to the
limitations imposed by the scarcity of information. Consequently, such a single modality
hinders the potential for substantial enhancements in issue classification performance.

In this paper, we notice that issue reports contain various types of information, includ-
ing textual titles, body contents, images, videos, and code. Figure 1 demonstrates an issue
report that contains text, code, and images together. This is an example of an issue report
in VS Code with issue number #147154. We expect that not only text data but also image
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and code data of issue reports can contribute to the performance of the issue classification,
because the additional data can elaborate the representations of issue reports. Therefore,
we propose MulDIC, a multimodal deep learning-based issue classification model that uses
text, image, and code data of issue reports.

Text

Label

Code

Image

Figure 1. Example of an issue report in VS Code.

To evaluate the proposed model MulDIC, we conducted experiments to examine
whether the proposed multimodal model, MulDIC, which combines text, image, and code
data can improve the performance of issue classification. For the experiments, we selected
four projects with many issue reports: VS Code, Kubernetes, Flutter, and Roslyn. With
the four projects, we compared the performance of our proposed multimodal model with
that of the state-of-the-art unimodal model proposed by Cho et al. [10]. Our experimental
results showed that our proposed approach achieved a higher F1-score by 5.07% to 14.12%
compared to the existing method, improving the issue report classification performance in
all projects.

The contributions of our study are as follows:

1. We propose the first multimodal model that combines text, image, and code modalities
for issue classification tasks.

2. We evaluate the effectiveness of our proposed multimodal model by comparing a
text-based unimodal model in issue classification tasks.

3. We analyze the effect of image and code modality by experimenting with a combina-
tion of several different modalities.
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4. We make the code and datasets we used for our experiment available on GitHub.

The remainder of this paper is organized as follows. Section 2 introduces the related
works. Section 3 proposes our approach. Section 4 describes the experimental setup.
Section 5 presents the experimental results and discusses the results. Section 6 concludes
the paper.

2. Related Works

We classify related works in this paper into two categories: studies on (1) classifying
issue reports in open-source projects and (2) applying multimodal deep learning in software
engineering and other domains.

2.1. Issue Report Classification

Researchers proposed machine learning techniques and deep learning techniques for
classifying issue reports. Fan et al. [2] and Pandey et al. [3] classified issue reports into bug
or non-bug using machine learning techniques. Zhu et al. [6], Kallis et al. [7], Kim et al. [8],
Zhifang, Liao, et al. [9], and Cho et al. [10] used deep learning techniques for the same task.

Fan et al. [2] proposed a two-stage issue report classification approach by combining
textual data of an issue report with developer information. In the first stage, the approach
extracts semantic perplexity features from an issue report’s textual data using a text-based
classification model such as support vector machines (SVM), naive Bayes, and logistic
regression. In the second stage, the approach classifies issue reports into bug or non-bug by
applying logistic regression to the textual data of an issue report and developer information.
The two-stage approach showed an average F1-score of 75.21% in the first quartile.

Pandey et al. [3] proposed an approach to classify issue reports into bug or non-bug
using the summary part of an issue report. For the classification, the approach applies
machine learning algorithms of naive Bayes, linear discriminant analysis, support vector
machine (SVM), and logistic regression. The authors experimented with three open-source
projects to evaluate the approach’s Precision, Recall, F1-score, and accuracy. The results
showed an F1-score ranged from 71.11% to 72.15%.

Zhu et al. [6] proposed a deep learning-based approach for classifying issue reports
into bug or non-bug. The approach collects issue data from different issue tracking systems
and pre-processes them. To detect and correct misclassified issues, the approach uses
k-nearest neighbor algorithm. Then, the approach labels issues with bug or non-bug tags
using an attention-based bi-directional long short-term memory network. To evaluate
the approach, the authors used open-source projects such as Apache, JBoss, and Spring
framework. Their experimental results showed a micro F1-score of 85.6%.

Kallis et al. [7] conducted a study that classifies issue reports using existing labeling
techniques [11–13]. Kallis et al. [7] proposed TicketTagger, an automated system that
assigns suitable labels to issue reports opened on GitHub projects. When a developer posts
an issue report on GitHub, TicketTagger assigns one of Bug, Enhancement, or Question to
the issue report. TicketTagger achieved an F1-score of 82.3% to 83.1%.

Cho et al. [10] proposed a deep-learning model for classifying issue reports into
relevant user manuals using CNN and RNN models. They also conducted a comparison
experiment on the task of categorizing issues into relevant labels, which resulted in an
F1-score of 54.34% for Notepad++ (3 labels), 52.73% for Komodo (2 labels), and 67.14% for
VS Code (2 labels). The data used in this study consist of the title and body text of issue
reports and user manuals. The study demonstrated that the proposed model effectively
classifies issue reports, compared to the state-of-the-art approach, TicketTagger [7], for issue
report classification.

Kim et al. [8] proposed a CNN−based approach for classifying bug reports into
Production or Test. The approach uses textual features extracted from source files and
bug reports. The approach trains a source file classifier that classifies a source file into
a production file or a test file using the name and contents of the source file. Then, the
approach fine-tunes the source file classifier to classify a bug report into a production bug
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report or a test bug report using the title and content of a bug report. Their experimental
results showed a macro F1-score of 83.9%.

Zhifang, Liao, et al. [9] proposed a GitHub issue report classification method named
personal information fine-tuning network (PIFTNet). They utilized transfer learning and
the submitter’s personal information to classify issue reports into bugs or non-bugs. The
method involves fine-tuning the pre-training parameters in BERT and using nine traits
reflecting submitter’s project familiarity and influence. Thus, it combines the text charac-
teristics and the characteristics of the submitter’s personal information to construct the
classification model. The experimental results showed the proposed method’s superiority,
achieving an 85.55% F1-score.

Existing studies on classifying issue reports used only a single modality. This means
that the studies did not use various types of information, including text, images, and code
of issue reports together. In this paper, we propose MulDIC, an issue classification method
using three modalities from the three different kinds of data (i.e., text, images, and code
of issue reports). We also evaluate the effectiveness of using three modalities of issue
reports by comparing the performance of our MulDIC model with that of Cho et al.’s CNN
model [10]. We would like to note that the performance values reported by existing studies
were based on different data from different projects with different evaluation methods.

2.2. Application of Multimodal Deep Learning
2.2.1. Application of Multimodal Techniques in the Field of Software Engineering

Several studies in software engineering proposed multimodal techniques and success-
fully achieved higher performance than the unimodal techniques. They utilized multimodal
approaches in bug localization [14], code editing [15], and bug report triage [16].

Hoang et al. [14] proposed a multimodal bug localization approach called NetML.
NetML comprises three main components: feature extraction, graph construction, and
integrator. The feature extraction component extracts multimodal input features from a bug
report and a method. The graph construction component computes the similarity graph
among bug reports and methods. The integrator component combines the input features
and the similarity graph to generate a ranked list of methods based on relevancy scores.
The experimental evaluation with 355 real bugs showed that NetML successfully localizes
significantly more bugs than the four baseline approaches.

Chakraborty et al. [15] proposed an automated code editing tool called MODIT based
on a multimodal neural machine translator. MODIT uses three modalities of information:
edit location, edit code context, and commit messages. Given a code fragment that needs to
be edited, the surrounding method body, and a commit message, MODIT automatically
generates a set of patches. The evaluation showed that MODIT achieves better accuracy
than applying the existing deep learning models of CodeBERT, GraphCodeBERT, and
CodeGPT for code editing.

Zhang et al. [16] proposed SusTriage, a multimodal deep learning-based bug report
triage system. SusTriage extracts the textual data and metadata from bug reports. Using the
extracted dataset, SusTriage builds three recommendation models that classify developers
into core, active, and peripheral developers. Then, SusTriage combines the three models
based on ensemble learning. Finally, given a pair of bug reports and developers, SusTriage
recommends suitable developers to resolve the bug report. The evaluation with Eclipse and
Mozilla bug report datasets showed that SusTriage significantly outperforms state-of-the-art
techniques on both accuracy and sustainability.

In software engineering, researchers have applied multimodal deep learning to achieve
state-of-the-art results. They incorporated supplementary information to enhance task per-
formance. For instance, Zhang et al. [16] utilized textual data and metadata to enhance their
model’s comprehension of bug reports, but they did not fully exploit the comprehensive
nature of bug reports beyond textual information. In contrast to those studies, we propose
MulDIC, which utilizes comprehensive information of an issue. MulDIC leverages three
modalities of text, code, and image, considering the characteristics of each modality.
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2.2.2. Application of Multimodal Techniques in Other Fields

Multimodal deep learning has been explored across diverse fields. Summaira,
Jabeen, et al. [17] conducted an extensive study on multimodal deep learning, incorpo-
rating modalities such as image, video, text, audio, body gestures, facial expressions, and
physiological signals. Among those, there have been studies applying multimodal deep
learning combining images and text, including visual-based referred expression under-
standing and phrase localization [18,19], as well as image and video captioning [20–22], text-
to-image generation [23–25], and visual question answering (VQA) [26–30]. Antol et al. [26]
developed a multimodal deep learning model for the visual question answering (VQA)
task. They employed a model with two channels: an image and a text (question) channel.
The image channel used VGGNet for feature extraction, while the text channel utilized
LSTM to embed the textual data. They then combined the two channels’ features through
element-wise multiplication to transform the data into a shared space and obtain the final
classification result.

Lopez-Fuentes et al. [31], Kim et al. [32], Audebert et al. [33], and Palani et al. [34] also
developed multimodal models using both visual and text information. Lopez-Fuentes et al. [31]
proposed a multimodal deep learning model that combines image data and text meta-
data to retrieve social media posts containing important information about floods. Their
model uses a convolutional neural network (CNN) for extracting visual features and a
bidirectional LSTM network for extracting semantic features from the text metadata. The
experimental evaluation showed that combining these two types of information improves
the performance of retrieving flood-related posts.

Kim et al. [32] proposed a multimodal deep learning approach to support interpreting
the intended message of information graphics. An information graphic refers to the
visual representation such as lines or bar graphs in a document or popular media. The
multimodal model uses pixel and text data to classify information graphics into six intention
categories validated as useful for people with visual impairments. For this, the model
utilizes CNN−based layers for processing pixel information graphics and a bag of words
(BOW) for handling OCR-extracted textual information. The authors showed that the
proposed multimodal method performs the best among the compared methods.

Audebert et al. [33] considered the visual and text information extracted from images
to classify digitized documents. Their approach involves processing the visual and text
information separately using CNN−based layers. First, they trained a CNN−based layer
for visual information with grayscale document images resized at 384 × 384. For textual
information, they used Tesseract OCR to extract text from images and conducted text
embedding using FastText to feed the results to the CNN−based layer. Finally, they
concatenated the image and text CNN−based layers. The authors validated their approach
on the Tobacco3482 and RVL-CDIP datasets. The experimental evaluation showed that
their multimodal approach outperforms the existing single modality approaches.

Palani et al. [34] introduced CB-Fake, a multimodal deep learning framework designed
to identify fake news at the early stage by analyzing both the textual and visual content of
the news article. The CB-Fake model incorporates CapsNet to extract crucial visual features
from images and employs the pre-trained BERT language model to capture context-rich
textual features from news articles. These features are synergistically fused to create a
richer data representation, subsequently fed into a classification layer to determine whether
the news is fake or real.

Some studies considered other modalities besides visual and textual information.
Oramas et al. [35] proposed an approach for classifying music genres from different data
modalities, including audio, text, and images. Their method involves training deep neural
networks to learn intermediate representations from audio tracks, text reviews, and cover
art images. They conducted experiments on single and multi-label genre classification.
The experiments showed that fusing different modalities yields better results than using
individual ones in the music genre classification task.
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Huang et al. [36] proposed a fusion method for emotion recognition using two modali-
ties: facial expressions and electroencephalogram (EEG) signals. The method trains a facial
expression classifier to identify four primary emotional states: happiness, neutral, sadness,
and fear. Additionally, the method trains two support vector machine (SVM) classifiers
to detect EEG signals for each of the four primary emotional states and three levels of
emotional intensity, strong, moderate, and weak. Finally, the model combines the decisions
from the two classifiers to recognize emotions. The study demonstrates that combining
facial expressions and EEG data alleviates the limitations of using a single modality in
emotion recognition tasks.

Tripathi et al. [37] proposed a multimodal emotion recognition framework using three
modalities: text, speech, and motion capture data. The method employed the best indi-
vidual models for each modality and fused the three modalities through fully connected
layers. The experiment with the IEMOCAP dataset [38] showed that the proposed ap-
proach achieves a more robust and accurate emotion detection than approaches with a
single modality.

The studies above demonstrated the effectiveness of utilizing multimodal models
in various tasks. In particular, the multimodal models in the studies outperformed the
existing single-modality models. However, as far as we know, we are the first to propose
the multimodal-based approach for issue classification tasks. Additionally, while previous
studies have explored the combination of different modalities, none of them specifically
utilized text, images, and code. Our approach leverages the characteristics of the three
modalities of text, code, and image. Therefore, we combine the three modalities to capture
comprehensive information in issue reports, including textual description, relevant code
snippets, and accompanying visual content.

3. The Proposed Multimodal Model

Section 3.1 provides the overview of our proposed approach. Section 3.2 describes
the pre-processing of different kinds of data. Section 3.3 explains the process of extracting
features from text, images, and code. Section 3.4 explains the concatenation of several
feature vectors.

3.1. Overview

We propose MulDIC, a multimodal model for classifying issue reports. The proposed
model’s architecture is illustrated in Figure 2. In the illustration, “FC” represents “Fully-
Connected”. As shown in Figure 2, the input data consist of three modalities: text, image,
and code. The approach MulDIC preserves the distinctive features inherent to each modality
by using CNN channels.

The proposed model, MulDIC, consists of a total of four stages:

1. To prepare the input data, MulDIC pre-processes text, image, and code data, respectively.
2. MulDIC processes the pre-processed text, image, and code data with respective

CNN−based channels. The second stage generates three feature vectors correspond-
ing to three modalities of text, image, and code data.

3. MulDIC uses an element-wise multiplication operation that combines the feature
vectors generated from all modality data. Then, the proposed model has text, image,
and code representations in a common representation space.

4. MulDIC performs a Softmax operation on the representations.

As a result, an issue report will be classified into one of two categories: “bug” or
“feature”, as shown in Figure 2. Because we experiment with the feasibility of perfor-
mance improvement by adopting a multimodal model in issue classification, we limit the
classification of issue reports to only two “bug” and “feature” categories in this paper.
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CNN based
Image Channel

CNN based
Text Channel

FC

Element-wise 
multiplication

FC Softmax

“Bug”
or

“Feature”

CNN based
Code Channel

FC

Image

Text

Code

FC

Figure 2. Overall Structure of the Proposed Model, MulDIC.

3.2. Stage 1: Data Pre-Processing
3.2.1. Text Pre-Processing

Text pre-processing involves extracting the useful information from raw text data
and normalizing it to make it suitable for further analysis or modeling tasks. Figure 3
illustrates an example describing the text pre-processing procedure. Our proposed model
pre-processes the text in the following order:

1. Case-folding: The model converts all words to lowercase to ensure case insensitivity
for all text.

2. Tokenization: The model first splits the text in a document into individual sen-
tences. The model then tokenized all sentences into a sequence of tokens by using the
word_tokenize of the NLTK module in Python.

3. Stop-word removal: Stop-words are common words frequently occurring in all doc-
uments but do not provide meaningful information [39]. In order to retain only
meaningful word tokens from the data, the model removes stop-words. We used the
stop-words predefined in the NLTK module in Python and eliminated stop-words
from all generated tokens. Additionally, we removed non-alphabetic tokens such
as numbers.

CodeLens References Missing on TypeScript class constructors after 1.66.1 update

codelens references missing on typescript class constructors after 1.66.1 update

['codelens', 'references', 'missing', 'on', 'typescript', 'class', 'constructors', 'after', '1.66.1', 'update']

['codelens', 'references', 'missing', 'typescript', 'class', 'constructors', 'update']

Case-folding

Tokenization

Stop-word removal

Figure 3. Example of text pre-processing.

3.2.2. Code Pre-Processing

Code data have a different structure and format from natural language in the text
modality. To preserve the unique characteristics of code data, we apply pre-processing
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techniques that are specific to the code. Figure 4 is an example of the code pre-processing,
and the model pre-processes the code in the following order:

1. Comment removal: The proposed model removes comments from the code to separate
natural language from the code.

2. Special token replacement: To maintain the structure of the code, the model uses
special tokens such as ‘\n’ and ‘\t’ to represent the indentation and line breaks that
carry structural meaning in programming languages.

3. Case-folding: The model converts all words to lowercase to ensure case insensitivity
for all code.

4. Tokenization: The model splits the code in a document into individual sentences. The
model then tokenizes all sentences into a sequence of tokens by using the SpaceTok-
enizer of the NLTK module in Python.

export class TestClass { # example of comment 1
public constructor(

public readonly info="My constructor has no CodeLens 
Reference Count!"){

}
public testMethod(): string {

return "This method has a CodeLens Reference Count"
}

} 
'''
example of comment 2
'''
…

Comment 
removal

export class TestClass {
public constructor(

public readonly info="My constructor has no CodeLens 
Reference Count!"){

}
public testMethod(): string {

return "This method has a CodeLens Reference Count"
}

}

…

'export class TestClass { \n \t public constructor( \n \t \t public readonly info="My constructor has no CodeLens Reference Count!"){ \n \t } \n \t public testMethod(): 
string { \n \t \t return "This method has a CodeLens Reference Count" \n \t } \n } \n …

'export class testclass { \n \t public constructor( \n \t \t public readonly info="my constructor has no codelens reference count!"){ \n \t } \n \t public testmethod(): 
string { \n \t \t return "this method has a codelens reference count" \n \t } \n } \n …

['export', 'class', 'testclass', '{', '\n', '\t', 'public', 'constructor(', '\n', '\t', '\t', 'public', 'readonly', 'info="my', 'constructor', 'has', 'no', 'codelens', 'reference', 'count!"){', 
'\n', '\t', '}', '\n', '\t', 'public', 'testmethod():', 'string', '{', '\n', '\t', '\t', 'return', '"this', 'method', 'has', 'a', 'codelens', 'reference', 'count"', '\n', '\t', '}', '\n', '}', '\n’, …]

Special token replacement

Case-folding

Tokenization

Figure 4. Example of code pre-processing.

3.2.3. Image Pre-Processing

Image pre-processing is a process that standardizes the image data to facilitate learning
and improve the performance of the model. Our proposed model pre-processes images
through two main steps. Figure 5 shows an example of the image pre-processing.

1. Resize: The task involves resizing the image data to a consistent size. Since the
collected images may have varying sizes, resizing them to a uniform size is necessary.
We use the transforms module from Torchvision to resize all images to the size of
258 × 258.

2. Normalize: Next, the proposed model normalizes the image data to ensure a consistent
distribution and scale of features. To achieve this, the model uses the transforms
module to normalize the pixel values of the images so that they fall within the range
of (−1 to 1).
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Resize Normalize

Figure 5. Example of image pre-processing.

3.3. Stage 2: Feature Extraction

Feature extraction is the process of extracting feature vectors from pre-processed data.
The model first embeds the pre-processed data for feature extraction and then extracts
important features through several layers.

First, we use an embedding layer to vectorize the pre-processed text and code data
tokens. The embedding layer is a technique for generating random vectors that can
represent tokens [10]. The text and code embedding is to represent the input data as a
set of embedded tokens with zero padding. As the image data are vectorized during the
pre-processing stage, the image data are not embedded in this stage.

Second, the embedded or vectorized text, image, and code data undergo computations
through their respective CNN−based channels. We used the same CNN−based channel
for text and code data. Figure 6 represents the structure of the CNN−based text and
code channels.

The model in Figure 6 consists of four kernels of size (2, vector size), (3, vector size),
(4, vector size), and (5, vector size), respectively. These kernels perform convolution opera-
tions with 64 output channels. The model also maintains three other layers: max-pooling,
concatenation, and fully connected layers. The results of the convolutional operations go
through a max-pooling layer and concatenation layer, resulting in a single vector. Then, a
fully connected layer applies ReLU to the single vector, returning only positive values and
performing linear operations. Finally, the features of the text or code data are extracted.

…

…

…

…

…

…

…

X2

X1

Xn

.

.

.

convolution

max-pooling

concat

fully-connected + ReLU

n×300
1×64(n-4)×64

(n-1)×64
. . . 1×256 1×256

Figure 6. CNN−based text and code channels.
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Meanwhile, we used another CNN−based channel for image data. Figure 7 illustrates
the structure of the CNN−based image channel. The model in Figure 7 receives inputs of
size (258 × 258). The model also maintains three convolution layers with a kernel size of
(5, 5) followed by the ReLU operation. The model also applies a max-pooling operation
twice with a kernel size of (5, 5). After the final max-pooling operation, the results go
through a fully connected layer. Finally, it extracts the image features in a feature size of
(1 × 1 × 256). Now, we obtain all of the representation vectors from the input data of each
single modality.

convolution + ReLU

max pooling

fully-connected + ReLU

258×258×3 254×254×16
250×250×32

50×50×32
46×46×64

9×9×64 1×1×256

Figure 7. CNN−based image channels.

3.4. Stage 3: Concatenation of Feature Vectors (FUSION)

Fusion refers to the process of integrating information extracted from different sources
of single-modal data into a unified multimodal representation. In this process, the model
combines and represents modality-specific feature vectors in a common space to understand
the relationships and meanings between the data. We can fuse vectorized features from
different information sources using simple operations such as weighted sum, element-wise
multiplication, and concatenation [40]. In this study, the model uses the element-wise
multiplication operation proposed by Antol, Stanislaw, et al. [26] as the fusion method.
We chose the element-wise multiplication because it is an entry-level multimodal fusion
technique which is simple to implement. The fused vector is fed into the next layer.

3.5. Stage 4: Classification into ‘Bug’ or ‘Feature’

Classification is the process of classifying the fused multimodal representation vec-
tor into ‘bug’ or ‘feature’. In this process, the proposed model outputs the final result
of the issue report classification task, which is the main task of the model. The model
receives the multimodal representation vector passed from the previous step and applies a
fully connected layer and Softmax operation producing a class-specific probability output
normalized between [0, 1], which can be either a ‘bug’ or ‘feature’. Here, the model is
trained with CrossEntropyLoss as the loss function. Although the model performs binary
classification, it utilizes the Softmax operation to facilitate future extension to multiclass
classification if needed.
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4. Experimental Setup
4.1. Research Questions

We aim to investigate whether a multimodal model can improve the performance
of issue classification through our experiments. Specifically, we focus on the data types
in the issue reports, namely, text, image, and code, to determine if each data type con-
tributes to the improvement. To guide our research, we formulated the following detailed
research questions:

1. RQ1. Does a multimodal model that combines text and image improve the perfor-
mance of issue classification?

2. RQ2. Does a multimodal model that combines text and code data improve the
performance of issue classification?

3. RQ3. Does a multimodal model that combines text, image, and code data improve the
performance of issue classification?

4.2. Datasets
4.2.1. Project Selection

For our experiment, we selected open-source projects publicly available on GitHub.
The reason for choosing open-source projects on GitHub is that GitHub provides an in-
tegrated issue management system, and users frequently submit issue reports on this
platform. We investigated active projects on GitHub and sorted them based on the number
of issue reports. After sorting many projects based on the number of issues, we manually
investigated the top 100 projects. Among these projects, we investigated the labels attached
to issue reports, and we chose projects that maintain ‘bug’ and ‘feature’ labels or the corre-
sponding labels. We specifically chose projects that had issue reports labeled as either ‘bug’
or ‘feature’ since our proposed model aims to perform binary classification of issue reports
into these classes.

Additionally, we verified whether issue reports simultaneously contained text, image,
and code because we considered multimodal techniques for issue classification (as shown
in Figure 1). Selecting issue reports that contain all three types of data is important to
examine the impact of each data type on issue classification for the same issue report.

We finally chose the top four projects that met our selection criteria. The four projects
are VS Code, Kubernetes, Flutter, and Roslyn. Table 1 presents the number of issue
reports per label for each project on GitHub. The total number of issue reports for each
selected project is as follows: VS Code (160,218 issues), Kubernetes (115,035 issues), Flutter
(118,576 issues), and Roslyn (66,464 issues). Among them, the number of issue reports with
the labels ‘bug’ or ‘feature’ is as follows: VS Code (48,427 issues), Kubernetes (18,243 issues),
Flutter (23,004 issues), and Roslyn (16,706 issues).

Table 1. The total number of data per project.

Project Total Number of Issues Label Num

VS Code 160,218
Bug 28,353

Feature 20,074
Total 48,427

Kubernetes 115,035
Bug 13,059

Feature 5184
Total 18,243

Flutter 118,576
Bug 13,037

Feature 9967
Total 23,004

Roslyn 66,464
Bug 12,882

Feature 3824
Total 16,706
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Each project’s issue reports have unique characteristics. In the case of VS Code, the
issue reports primarily focus on development environment-related issues, with many re-
ports addressing problems encountered during task execution. For Kubernetes, many issue
reports are related to container management and orchestration. Furthermore, there are spe-
cific platform-related issues that are reported when running Kubernetes. In Flutter’s case,
many issue reports pertain to mobile app development, covering topics such as UI, com-
patibility, and app performance. Lastly, in the case of Roslyn, there is a significant number
of issue reports related to C# and VB.NET code analysis. These reports include problems
such as static code analysis, code optimization, and the discovery of potential bugs. In this
experiment, we collected data from projects with these heterogeneous characteristics.

4.2.2. Data Collection

The process of collecting issue reports for each project, namely, VS Code, Kubernetes,
Flutter, and Roslyn, was as follows. We collected issue reports labeled as ‘bug’ or ‘feature’.
We collected these labels to compare the classification performance of our proposed model
with that of the existing method, a CNN−based approach that showed good performance
(Cho et al. [10]). Additionally, we collected issue reports for each project that had at least
one image and at least one code snippet present. The ‘Original Data’ column of Table 2
represents the collected data.

For VS Code, we collected a total of 2331 data samples. Among them were 1351 samples
labeled as ‘bug’ and 980 samples labeled as ‘feature’. In the case of Kubernetes, we col-
lected 1014 data samples, with 866 samples labeled as ‘bug’ and 148 samples labeled as
‘feature’. As for Flutter, we collected 2820 data samples, consisting of 2061 ‘bug’ samples
and 759 ‘feature’ samples. Lastly, we collected 1604 data samples for Roslyn, including
1341 bug and 263 feature samples.

Table 2. Sampled Data Distribution per Label.

Project Label Original Data Down-Sampled Data

VS Code
Bug 1351 (58%) 980 (50%)

Feature 980 (42%) 980 (50%)
Total 2331 1960

Kubernetes
Bug 866 (85%) 148 (50%)

Feature 148 (15%) 148 (50%)
Total 1014 296

Flutter
Bug 2061 (73%) 759 (50%)

Feature 759 (27%) 759 (50%)
Total 2820 1518

Roslyn
Bug 1341 (84%) 263 (50%)

Feature 263 (16%) 263 (50%)
Total 1604 526

4.2.3. Data Sampling

The collected data showed significant class imbalance across all projects. Such data
imbalance can negatively impact the classification process by ignoring the characteristics of
the minority class and biasing towards the majority class [41,42]. To address this issue, we
can consider upsampling and downsampling. Downsampling reduces the quantity of data
in the majority category to match the number of samples in the minority category. Down-
sampling offers advantages such as (1) freedom from overfitting compared to upsampling
and (2) reduced computation time. Additionally, there is a high probability that users will
not re-report issue reports related to outdated data. Therefore, (3) the loss of information
due to data removal is not significant. Therefore, to mitigate the data imbalance problem,
we apply downsampling. We retain all the data from the ‘feature’ class, while for the ‘bug’
class, we use a subset of the most recent data, matching the number of samples in the
‘feature’ class. The resulting dataset used for each experiment is as shown in the fourth
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column of Table 2, with an equal number of samples for each label. We used an 80:20
training/test split on this dataset. For example, out of 1960 issue reports, 1568 were used as
a training set, and 392 were used as a testing set for the VS Code project.

4.3. Models

In the experiment, we compared the existing unimodal deep learning model that
utilizes only text data with MulDIC which is our proposed multimodal deep learning
model. We aimed to investigate the contributions of image and code data in issue report
classification by conducting three experiments: Text-Image, Text-Code, and Text-Image-
Code. In these experiments, we used the Text Only model, which solely relies on text data,
as the baseline for comparison. The experiment involves four models: Text Only, MulDICTI ,
MulDICTC, and MulDICTIC. In the rest of this paper, MulDIC refers to MulDICTIC. We
will provide detailed descriptions of each model in the following subsections.

4.3.1. Unimodal Model

• Text Only
The Text Only model utilizes only the text data from issue reports to classify them
into bug or feature categories. The model uses downsampled issue report data for
each project, as shown in Table 2. We used the Text Only model as the baseline for
comparison with the multimodal models.

4.3.2. Multimodal Models

• MulDICTI
The MulDICTI model utilizes text and image data from issue reports to classify them
into bug or feature categories. Similarly to the baseline model, the model uses each
project’s downsampled issue report data. We compared the performance of the Text
Only model (baseline), which uses only text data, and the MulDICTI model, which
uses text and image data.

• MulDICTC
The MulDICTC model utilizes text and code data from issue reports to classify them.
Similarly, we employed downsampled issue report data for model training. We
compared the performance of the Text Only model (baseline) and the MulDICTC
model, which utilizes text and code data.

• MulDICTIC
The MulDICTIC model represents the final proposed model in this study, which utilizes
the text, image, and code data from issue reports. Similarly, we employed each project’s
downsampled issue report data for classification into relevant labels. We compared
the performance of the Text Only model (baseline) and the MulDICTIC model, which
utilizes text, image, and code data. Additionally, we compared the performance of the
MulDICTIC model with that of the MulDICTI and MulDICTC models.

4.4. Experimental Design

In this study, we conducted experiments to find answers to the research question
set in Section 4.1. To accomplish this, we compared three proposed models (MulDICTI ,
MulDICTC, and MulDICTIC) with the baseline model (Text Only). We conducted all
experiments on a per-project basis.

First, we performed modality-specific pre-processing on the sampled data to train
the baseline and proposed models (see Section 3.2). We used the pre-processed data as
input for each model, and the data used by each model are consistent across modalities.
After inputting the data into the model, we extracted features for each modality (refer
to Section 3.3). In the case of the three proposed multimodal models, we combined the
extracted features from each modality (see Section 3.4). Next, we classified the received
feature vectors into their respective classes and measured their performance by comparing
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the results to the ground truth (see Section 3.5). We performed this process for all models
and compared the results obtained to evaluate the effectiveness of the proposed models.

To evaluate the value of multimodal models utilizing image and code data, we com-
pared the classification performance of three proposed models with the baseline model. In
the MulDICTI and MulDICTC models, we assessed the individual contributions of image
and code data. In the MulDICTIC model, we examined the value of using image and
code together. Furthermore, we compared the MulDICTIC model with the MulDICTI and
MulDICTC models to evaluate the effectiveness of leveraging heterogeneous modalities.

4.5. Evaluation Metrics

The evaluation metrics used to measure the classification performance are Precision,
Recall, and F1-score. We calculated these metrics for each class and utilized the weighted
average based on the data distribution of each class. We calculated each evaluation metric
as follows:

Precision =
∑n

i=0 precisioni · number o f class′is issue reports
∑n

i=0 number o f class′is issue reports
(1)

Recall =
∑n

i=0 recalli · number o f class′is issue reports
∑n

i=0 number o f class′is issue reports
(2)

F1-score =
2 · (Precision · Recall)
(Precision + Recall)

(3)

In the above equations, classi represents the i-th class, which consists of two categories:
‘bug’ and ‘feature’. precisioni is the ratio of issues predicted as classi correctly out of all the
issues predicted as classi. recalli is the ratio of issues correctly predicted as classi out of all
the actual classi issues. F1-score is the harmonic mean of Precision and Recall.

5. Results

We present the overall results of the experiments conducted in this study in Figure 8.
According to Figure 8, the multimodal model MulDICTIC which combined all three different
kinds of data, text, image, and code showed the highest F1-score. We will discuss the details
of the results in the following subsections.
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Figure 8. Performance comparison of models across projects.
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5.1. RQ1. Results of the Text-Image Experiment

We first conducted the experiment that compared the Text Only model with the
multimodal model that combined text and image data of issue reports. Table 3 shows the
result. In Table 3, the “Project” column represents the target projects for the experiments,
and “Model” indicates the experimental models. The “Precision”, “Recall”, and “F1-score”
columns represent the performance evaluation metrics for each experimental model, with
all values expressed in percentage (%) and rounded to two decimal places. Additionally,
we highlighted the highest scores for each project in bold. The first row per each project in
Table 3 corresponds to the Precision, Recall, and F1-score values of the Text Only model.
The second row per each project in Table 3 corresponds to the Precision, Recall, and F1-score
values of the the multimodal model MulDICTI which combined text and image data.

Table 3. Experimental results that compared MulDICTI with the Text Only model.

Project Model Precision Recall F1-Score

VS Code Text Only 68.45 68.27 68.36
MulDICTI 79.60 77.92 78.75

Kubernetes Text Only 66.91 66.10 66.50
MulDICTI 68.35 68.33 68.34

Flutter Text Only 67.70 67.66 67.68
MulDICTI 69.79 69.41 69.60

Roslyn Text Only 62.92 62.86 62.89
MulDICTI 66.13 66.04 66.08

With regard to the Precision values that are shown in the third column of Table 3, the
Text Only model yielded a Precision of 68.45% and the MulDICTI model a Precision of
79.60% for the VS Code project. The difference was 11.15%. In the case of Kubernetes, the
Text Only model yielded a Precision of 66.91%, while the MulDICTI model a Precision of
68.35%. The difference was 1.44%. For Flutter, the Text Only model yielded a Precision
of 67.70%, while the MulDICTI model yielded a Precision of 69.79%. The difference was
2.09%. For Roslyn, the Text Only model yielded a Precision of 62.92%, while the MulDICTI
model yielded a Precision of 66.13%. The difference was 3.21%. The MulDICTI model
outperformed the Text Only model across four different projects in terms of Precision.

With regard to the Recall values that are shown in the fourth column of Table 3, the
Text Only model achieved a Recall of 68.27% for VS Code, 66.10% for Kubernetes, 67.66%
for Flutter, and 62.86% for Roslyn. In comparison, the MulDICTI model achieved a Recall
of 77.92% for VS Code, 68.33% for Kubernetes, 69.41% for Flutter, and 66.04% for Roslyn.
The MulDICTI model made improvements in Recall of 9.65%, 2.23%, 1.75%, and 3.18% for
VS Code, Kubernetes, Flutter, and Roslyn, when compared to the Text Only model.

With regard to the F1-scores that are shown in the fifth column of Table 3, the Text
Only model achieved an F1-score of 68.36% for VS Code, 66.50% for Kubernetes, 67.68% for
Flutter, and 62.89% for Roslyn. In comparison, the MulDICTI model achieved an F1-score
of 78.75% for VS Code, 68.34% for Kubernetes, 69.60% for Flutter, and 66.08% for Roslyn.
The MulDICTI model made improvements in F1-score of 10.39%, 1.84%, 1.92%, and 3.19%
for VS Code, Kubernetes, Flutter, and Roslyn, when compared to the Text Only model.

These results indicate that the image data in issue reports are helpful in the issue
classification task. This means that images are useful information for classifying issue
reports. Therefore, when the model considers the text and image data of an issue report
together, it gains a better understanding of the issue report.

5.2. RQ2. Results of the Text-Code Experiment

Second, we conducted the experiment that compared the Text Only model with the
multimodal model which combined text and code data of issue reports. Table 4 showed
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the result. The second row of Table 4 per each project corresponds to the results of the
Text-Code experiment.

Table 4. Experimental results that compared MulDICTC with the Text Only model.

Project Model Precision Recall F1-Score

VS Code Text Only 68.45 68.27 68.36
MulDICTC 68.11 67.77 67.94

Kubernetes Text Only 66.91 66.10 66.50
MulDICTC 79.97 78.33 79.14

Flutter Text Only 67.70 67.66 67.68
MulDICTC 68.68 68.42 68.55

Roslyn Text Only 62.92 62.86 62.89
MulDICTC 66.06 66.04 66.05

The Precision values of the MulDICTC model were 68.11% for VS Code, 79.97% for
Kubernetes, 68.68% for Flutter, and 66.06% for Roslyn. The MulDICTC model demonstrated
a Precision improvement of 13.06%, 0.98%, and 3.14% for Kubernetes, Flutter, and Roslyn,
compared to the Text Only model. However, when it comes to the VS Code project, the
Precision value of the Text Only model is 0.34% higher than that of the MulDICTC model.

The Recall values of MulDICTC were 67.77% for VS Code, 78.33% for Kubernetes,
68.42% for Flutter, and 66.04% for Roslyn. The MulDICTC model made improvements in
Recall of 12.23%, 0.76%, and 3.18% for Kubernetes, Flutter, and Roslyn, respectively, when
compared to the Text Only model. However, in VS Code, the performance of MulDICTC is
0.50% lower than the Text Only model.

The F1-score values MulDICTC were 67.94% for VS Code, 79.14% for Kubernetes,
68.55% for Flutter, and 66.05% for Roslyn. For Kubernetes, Flutter, and Roslyn, the
MulDICTC model showed an improvement of 12.64%, 0.87%, and 3.16% in the F1-score
compared to the Text Only model. However, in the case of VS Code, The F1-score of
MulDICTC is −0.42% lower than that of the Text Only model.

We also compared the performance of MulDICTC with that of MulDICTI . In terms of
Precision, MulDICTC outperformed MulDICTI in Kubernetes with 11.62% difference, while
MulDICTI outperformed MulDICTC over the other three projects, VS Code, Flutter, and
Roslyn with 11.49%, 1.11%, and 0.07% differences. MulDICTC and MulDICTI followed the
same trend in terms of Recall and F1-score.

These results indicate that the code data in the issue reports can contribute to the issue
classification task. This implies that code also provides valuable information for classifying
issue reports. Consequently, integrating the text and code data of an issue report in the
model enhances its comprehension of the issue report.

5.3. RQ3. Results of the Text-Image-Code Experiment

The fourth row of Table 5 per each project corresponds to the results of the Text-Image-
Code experiment.

First, when compared to the Text Only model, all of the Precision, Recall, and F1-
score values of the MulDICTIC model are higher than those of the Text Only model. The
MulDICTIC models showed Precision improvements of 11.95%, 14.34%, 9.15%, and 5.03%
for VS Code, Kubernetes, Flutter, and Roslyn. MulDICTIC demonstrated Recall improve-
ments of 11.43%, 13.90%, 8.00%, and 5.07% for VS Code, Kubernetes, Flutter, and Roslyn.
MulDICTIC made F1-score improvements of 11.69%, 14.12%, 8.57%, and 5.05% for VS Code,
Kubernetes, Flutter, and Roslyn.

Second, when compared to the MulDICTI model, all of the Precision, Recall, and
F1-score values of the MulDICTIC model are still higher than those of MulDICTI . The
Precision improvements of MulDICTIC are 0.80%, 12.90%, 7.06%, and 1.82% for VS Code,
Kubernetes, Flutter, and Roslyn. The Recall improvements are 1.78%, 11.67%, 6.25%, and
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1.89% for VS Code, Kubernetes, Flutter, and Roslyn. The F1-score improvements are 1.30%,
12.28%, 6.65%, and 1.86% for VS Code, Kubernetes, Flutter, and Roslyn.

Last, when compared to the MulDICTC model, the Precision, Recall, and F1-score
values of the MulDICTIC model are higher than those of MulDICTC across all projects, VS
Code, Kubernetes, Flutter, and Roslyn. The Precision improvements of MulDICTIC are
12.29%, 1.28%, 8.17%, and 1.89% for VS Code, Kubernetes, Flutter, and Roslyn. The Recall
improvements are 11.93%, 1.67%, 7.24%, and 1.89% for VS Code, Kubernetes, Flutter, and
Roslyn. The F1-score improvements are 12.11%, 1.48%, 7.70%, and 1.89% for VS Code,
Kubernetes, Flutter, and Roslyn.

Table 5. Experimental results that compared MulDICTIC with other models.

Project Model Precision Recall F1-Score

VS Code

Text Only 68.45 68.27 68.36
MulDICTI 79.60 77.92 78.75
MulDICTC 68.11 67.77 67.94
MulDICTIC 80.40 79.70 80.05

Kubernetes

Text Only 66.91 66.10 66.50
MulDICTI 68.35 68.33 68.34
MulDICTC 79.97 78.33 79.14
MulDICTIC 81.25 80.00 80.62

Flutter

Text Only 67.70 67.66 67.68
MulDICTI 69.79 69.41 69.60
MulDICTC 68.68 68.42 68.55
MulDICTIC 76.85 75.66 76.25

Roslyn

Text Only 62.92 62.86 62.89
MulDICTI 66.13 66.04 66.08
MulDICTC 66.06 66.04 66.05
MulDICTIC 67.95 67.93 67.94

These findings indicate that incorporating multiple modalities leads to significant
performance improvements. The results of this experiment demonstrate the synergistic
effect of using heterogeneous modalities in classifying issue reports.

5.4. Results of Statistical Testing

As shown in Table 5, the MulDICTIC model exhibited the highest performance across
all projects in this experiment. This indicates the potential to generalize and apply
this model to various open-source projects on GitHub. In this section, we conducted
a Mann–Whitney U-test [43] to verify the statistical significance of the results by comparing
the classification accuracy levels between the MulDICTIC model and the baseline model for
all projects. Since the data in the experiment results did not follow a normal distribution,
we adopted the non-parametric statistical test, Mann–Whitney U-test. The hypotheses set
for this test are as follows:

H0 (null hypothesis). The averaged performance of a unimodal model is equal to that of a
multimodal model.

H1 (alternative hypothesis). The averaged performance of a unimodal model is not equal
to that of a multimodal model.

Table 6 presents the test results for the individual and overall projects. The p-values
for the individual projects (VS Code, Kubernetes, Flutter) and the total project (Total) were
very close to 0.00, indicating significantly lower values than the significance level criterion
of 0.05 for the hypothesis test. Therefore, we rejected the null hypothesis (H0) and accepted
the alternative hypothesis (H1). In other words, there is a significant difference between
the baseline and proposed models, and the proposed approach is statistically significant.
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Furthermore, we calculated this test’s effect size [43] to determine practical significance.
The effect sizes ranged from 0.2 to 0.5 in most projects, generally considered moderate.
This indicates that the difference between the proposed model and the baseline model is
statistically significant and practically significant.

The test results for Roslyn showed a marginal difference, with the acceptance of the
null hypothesis (H0) and a small effect size. This is understandable, considering the degree
of performance improvement of the model. Roslyn had the slightest improvement among
the four projects, with a 5.07% increase in the F1-score. However, in deep learning models,
such a level of performance improvement and difference between models is significant.
The test results for Roslyn showed a marginal difference according to the criteria of the
statistical test, but in terms of performance experiments, it achieved a practically significant
improvement. Additionally, the total project’s validation results and effect size indicate
that the proposed model is statistically and practically significant. Therefore, we expect our
proposed model to perform well when applied to other open-source projects.

Table 6. Results of Mann–Whitney U-test and Effect Size.

Project Mann–Whitney U test
p-Value Effect Size

VS Code 2.2 × 10−16 (<0.05) 0.2733451
Kubernetes 4.73 × 10−5 (<0.05) 0.4217934

Flutter 2.2 × 10−16 (<0.05) 0.2554626
Roslyn 0.159 (>0.05) 0.1209764
Total 2.2 × 10−16 (<0.05) 0.2564514

6. Discussion
6.1. Synergistic Effects of Using Multiple Modalities

In our experiments, the MulDICTIC model, which combines information from text,
image, and code data, showed the significant performance improvement of 5.07~14.12%
F1-score, compared to the Text Only model. The MulDICTI model showed an F1-score
improvement of 1.84~10.39%, compared to the Text Only model. On the other hand,
the MulDICTC model showed an F1-score improvement of 12.64% for the Kubernetes
project, but showed a decrease of 0.42% for the VS Code project. The MulDICTIC model
significantly outperformed the MulDICTI and MulDICTC models across all projects. These
results demonstrate the synergistic effect of a multimodal model. Here, the synergistic effect
refers to the phenomenon where using different information sources together produces
better results than using individual sources alone.

Since the three modalities of an issue report contain different information, considering
them together allows us to obtain more heterogeneous and rich information. To illustrate
the information of three modalities, Figure 1 shows the contents of issue report #147154
(https://github.com/microsoft/vscode/issues/147154, accessed on 15 August 2023). In
the issue report, the textual information specifies the conditions where the bug occurs and
steps to reproduce. The code information provides the code lines typed by a reporter, when
s/he faced the bug. The image information shows the buggy result in the situation. The
MulDICTIC model uses all of these different kinds of information for classifying an issue
report and successfully classifies issue report #147154 as a bug.

6.2. Discussion on the Text-Code Experiment for VS Code

As we already discussed in Section 6.1, the MulDICTC model applied to the VS Code
project showed no performance improvement. For the VS Code project, the MulDICTC
model achieved an F1-score of 67.94%, while the Text Only model achieved a 68.36% F1-
score. Therefore, we conjectured and investigated various factors that could be related to
the inability of the MulDICTC model.

First, we investigated the token length of code data, because we set the maximum
input length of code data to the value corresponding to each project’s third quartile of the

https://github.com/microsoft/vscode/issues/147154
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token length of the entire code data. If the input token length is short, the model cuts off
substantial data, resulting in significant data loss. On the other hand, if the length is long,
the model can create excessively sparse vectors, which can hinder training efficiency. We
investigated the statistics of token length for code data across different projects in the form
of a boxplot, as shown in Figure 9. A different color represents each project, and the vertical
axis represents the length of the tokens. We found that the IQR (InterQuartile Range) of VS
Code is the smallest among the projects, so we estimated that VS Code had less data loss
than other projects. We concluded that the token length of code data is not the factor that
affected the exceptional case.
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Figure 9. Token length statistics for code data.

Second, when we trained the issue classification models used in our experiments,
we assigned the same learning weights to each modality of text, image, and code. This
arbitrary weight assignment can be a factor affecting the model performance. For instance,
in the case of the VS Code project, if the textual data may be much more informative
than the code data, then the Text Only model can achieve a high performance compared
to the MulDICTC model. In addition, typically, a multimodal model shares information
through interconnections between modalities. If the connectivity among modalities is
weak, it can decrease the model performance. Therefore, we conjecture that our weight
assignment affected the connectivity among modalities and so the MulDICTC model for the
VS Code project had a weak connectivity between the text and code modalities, hindering
the synergistic effect.

Lastly, the difference in the quality of the data can be another factor affecting the model
performance. Data quality is a crucial factor affecting the model performance. However,
since our experimental projects have issue reports written in different ways by different
groups of contributors, the data quality will be different depending on products. Therefore,



Appl. Sci. 2023, 13, 9456 20 of 24

we conjecture that the low-quality nature of the source data in VS Code had a negative
effect on the model.

6.3. Implication and Future Work

The implications of our study for researchers, developers, companies, or users are
as follows. First, researchers can develop issue classification techniques based on the
multimodal model proposed in this paper. For example, we applied the multimodal model
to binary issue classification. We believe this approach can be extended to research trends
involving multi-class and multi-label classification techniques. Second, developers can
save time in reviewing issue reports by using automated issue classification techniques.
Developers need to classify issues related to their software into related tasks for efficient
maintenance. Automated issue classification can reduce developers’ time spent in reading
individual issue reports and help developers to avoid misclassification of software-related
issues. To be practical, high performance of issue classification is crucial, and our multi-
modal model demonstrates its capability to improve the performance of automated issue
classification. Finally, companies can employ automated techniques to classify issue reports,
which can help identify systematic issue trends of the software systems. Our multimodal
model can contribute to making the trends more accurate.

In the future, we would like to explore state-of-the-art feature extraction techniques
and fusion methods. First, while we used CNN−based channels to extract modality
features for text, image, and code data in this paper, we observed that each modality
has its own state-of-the-art feature extraction models. For example, for text data, we
see that the state-of-the-art model is based on BERT, and for code data, we see that the
state-of-the-art model is CodeBERT [44]. For images, we can consider computer vision
models utilizing Transformers. By adopting state-of-the-art feature extraction models,
we expect to improve the performance of issue classification. Second, we would like to
experiment with several multimodal fusion methods, which merge the representation
vectors of the three modalities. In this paper, we employed an entry-level multimodal
fusion technique, namely, element-wise multiplication, which lacks interaction between the
features of modalities. In the future, we will apply the latest methods based on bilinear
pooling, such as Multimodal Compact Bilinear Pooling (MCB) [28], Multimodal Low-rank
Bilinear Pooling (MLB) [29], Multimodal Tucker Union (MUTAN) [27], and Multimodal
Factorized Bilinear Pooling (MFB) [45].These techniques aim to optimize feature interaction
while minimizing computational complexity. We will examine whether the different fusion
methods can contribute to the performance of issue classification.

7. Threats to Validity

We can divide the threats to the validity of the experiment into internal validity threats
and external validity threats.

7.1. Internal Threats to Validity

Regarding internal validity threats, first, the text pre-processing step may not be able
to identify all the tags or special characters used in the document. However, since we
applied the same pre-processing algorithm with previous studies, the comparison with
those studies is fair. Second, the code comments we excluded during the pre-processing
stage can be a threat that affects the validity of the experimental results. However, mixing
multiple types of data within a modality can decrease the quality of the extracted feature
vectors. For this reason, we decided to remove comments from the code. Third, when
selecting a representative image for each issue report, we chose only the first image among
the attached images. This may result in omitting high-quality images that better represent
an issue report. However, Jiang, Shuo, et al. [46] achieved the best performance using a
similar approach of selecting a single image. Furthermore, we applied the same selection
policies for all the subject products.
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7.2. External Threats to Validity

Regarding external validity threats, first, our four experimental subjects are not enough
to generalize the experimental results. However, we tried to mitigate this threat by selecting
projects from various domains that are actively evolving with many issue reports. Second,
we only used projects from GitHub repositories, excluding other issue-tracking systems.
This can also affect the generality of the experimental results. However, because GitHub
is a very popular open-source repository for developers and has been extensively used in
existing research, experimenting with projects obtained from the GitHub repositories is
reasonable. Finally, as we stated in Section 3.3, the embedding layer used for extracting
feature vectors from the textual data has randomness. Hence, our experimental results may
change each time. To mitigate this issue, we used the identical set of data for each project
across all models.

8. Conclusions

Issue reports contain textual and other modalities, such as images and code. With
this in mind, we proposed MulDIC, a multimodal deep learning model that effectively
classifies issue reports using text, image, and code data. To assess the effectiveness of
MulDIC and investigate the impact of each modality on the issue report classification task,
we conducted experiments. Remarkably, the MulDICTIC model, which utilized text, image,
and code data, demonstrated superior performance with 5.07~14.12% improvement in the
F1-score, compared to the baseline models. When it comes to the impact of each modality,
the image modality with the text modality consistently improved the performance of issue
classification tasks. Meanwhile, the code modality mostly improved the performance of
issue classification tasks, but not in all of the cases. The combination of all three modalities
outperformed any combinations of two modalities. These results indicate that leveraging
multimodal approaches considering heterogeneous content types of issue reports can
enhance the performance of issue report classification and that the combination of text,
image, and code modalities can yield synergistic effects.

In future research, we plan to continue exploring additional aspects of a multimodal
model by considering the characteristics of issue reports and their heterogeneous contents.
First, our proposed model is limited in processing each modality using a CNN−based
channel and merging the modality-specific representation vectors through element-wise
multiplication. We will explore state-of-the-art multimodal models that can increase the
expressive power of each modality and the combination of these text, image, and code
modalities. For example, by applying state-of-the-art fusion methods for combining text,
image, and code data, we could improve the performance of issue classification tasks. In
addition, we could consider adding new modalities or data in future investigations. Second,
we applied our proposed model to four different projects, and in one case, a combination
of text and code modalities yielded lower performance than that of a Text Only modality.
To increase the reliability of our study, we plan to extend our experimental data to include
a large number of software projects. Applying our proposed model to more projects will
yield more consistent and reliable results.
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RNN Recurrent Neural Network
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BERT Bidirectional Encoder Representations from Transformer
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